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ABSTRACT

In this paper, real-time view morphing that is an extension of view morphing is proposed for
web applications such as on-line shopping and remote instruction. Real-time view morphing is an
image-based rendering method that generates an image of an intermediate view from two or more
photographs in real-time without 3D models. The method is combined with conventional view
morphing and 2D polygon rendering with texture mapping for real-time processing. Techniques to
avoid discontinuity of texture and artifacts at contours without generating holes are proposed to
keep the quality of original images. The advantages of the method are small data size, high image
quality and real-time rendering that are important for web applications. Users can change object-
centered viewpoints interactively in a web browser on a local machine that is connected to the
narrow band Internet. The real-time view morphing program also runs in banner advertisements
and desktop accessories. An editor is developed for preparing the data such as corresponding
points, faces, and face order manually or semi-automatically using the epipolar constraint.

Keywords: image-based rendering, view morphing, epipolar geometry.

1 INTRODUCTION

It is important to look at an object from arbitrary
viewpoints to see the detail of for web applica-
tions such as on-line shopping, remote instruc-
tion, and remote diagnosis. In addition to im-
age quality and easy data acquisition that are re-
quired in general computer graphics applications,
data size and fast interaction is crucial for the web
applications because they have to run on stan-
dard PCs that are connected to the narrow band
Internet in general. The data to be transmitted,
therefore, should be as less as possible.

In order to realize an object-centered view, two

approaches can be taken. One is a geometry-
based approach and the other is an image-based
approach. A major geometry-based approach is
so called Web3D that uses 3D models and is
typically described by VRML. Users can rotate,
translate and deform 3D objects as well as change
color and/or texture. However, it is not suitable
for personal applications such as on-line auction
because realistic 3D models require either much
labor to create or special devices to directly ob-
tain 3D data such as 3D scanners.

A hybrid method[Debevec96] that generates 3D
models from images and basic models can reduce
the labor though the application is limited to ar-



chitectures whose shapes can be approximated
by simple primitives, e.g., blocks and wedges. A
relief texture method[Oliveira00] can reduce the
number of 3D faces and improve the image qual-
ity by mapping pre-warped texture images.

The image-based approach is a more conve-
nient way for data generation because pho-
tographs of real objects are directly used. Light
�eld[Levoy96] and Lumigraph[Gortler96] can re-
construct images at various view points for both
real and virtual scenes by storing the intensity
of light beams in 3D space rather than 3D ge-
ometric information. However, the data size
is too large for web applications. If the cam-
eras are calibrated, the geometry of objects is
automatically reconstructed from two or more
images[Maybank92][Luong97]. The 3D objects
can be obtained in Virtualized Reality[Rander97]
using a set of calibrated cameras. A faster image-
based reconstruction method is proposed using
a set of contour images[Matusik00], although it
cannot deal with concave objects. An image-
based system is developed[Oh01] for generating
new images from a single photograph by manual
interaction.

Most of other approaches are based on the stereo
vision techniques. View interpolation[Chen93]
generates an image of an intermediate view
as a set of blocks representing the pixel of
the source images without 3D models. The
blocks are computed using a quadtree subdi-
vision while Bao et al. modi�ed it by a bi-
nary decomposition[Bao98] to �ll the holes. The
framework of view interpolation and other image-
based approaches are uniformly represented as
plenoptic modeling[McMillan95a]. The method
requires many images to compute the dense cor-
respondence of the pixels. The cameras must
be calibrated for automatic pixel correspondence.
The assumption of calibration, however, is not
practical in general web applications since pho-
tographs are generally taken by a hand-held cam-
era whose focal length is not constant.

As an uncalibrated method, the most popular
commercial product is QuickTime VR[Chen95]
that uses panoramic images to obtain new im-
ages of di�erent views. The speed of rendering
and downloading is fast because it uses a sin-
gle stitched image. A robust stitching algorithm
with a few parameters is proposed to generate
mosaics[Szeliski97]. The object-centered concen-
tric mosaic[Shum99] is useful for web applica-
tions. However, the quality of stitched images is
not satisfactory compared to the original images.

View transfer[Laveau94] generates an intermedi-

ate image from widely separated object-centered
views under the epipolar constraint[Faugeras93].
In the case of two images, the distortion may oc-
cur because of the degrees of freedom for the pro-
jective reconstruction.

View morphing[Seitz96] also generates an image
of an intermediate view under the epipolar con-
straint. It is useful for web applications as for the
data size because only two images of widely sep-
arated views are necessary. However, the image
morphing[Beier 92] that is used in the process of
view morphing is time consuming because it is
proportional to the number of the feature lines
and the pixels. Moreover, it is not easy to specify
the proper values of weight factors because of the
distortion in the pre-warped images.

Therefore, we modi�ed the image morphing pro-
cess to 2D polygon rendering with texture map-
ping for real-time processing while keeping the
image quality of original photographs. It is suit-
able for web applications due to easy prepara-
tion, small data to be transferred, and render-
ing. Two-dimensional faces are de�ned for tex-
ture mapping. Since the occlusion is inevitable
in view morphing because of the widely sepa-
rated views, the faces that are seen only in one
image should be de�ned to avoid the holes seen
in the pixel-based methods such as view inter-
polation. The drawing order of the faces is
also important because the faces have no depth
information and the sorting methods for dense
correspondence[McMillan95b][Fu98] are no longer
available. We have developed an interactive sys-
tem to de�ne faces to deal with the problems.
Our system enables users look at an object from
more than two viewpoints by applying view mor-
phing for each pair of two images.

Section2 explains the algorithm of real-time view
morphing and rendering techniques to improve
image quality. Section 3 describes how to gen-
erate the data manually or semi-automatically.
Section4 shows examples of a real-time view mor-
phing system that runs in a web browser.

2 REAL-TIME VIEW MORPHING

2.1 Overview

We aimed at extending the view morphing for
real-time processing. We call our method real-
time view morphing. In real-time view morph-
ing, objects are represented by faces rather than
by feature lines. Figure1 shows an illustrative ex-
ample of input and output for real-time view mor-
phing. Faces are de�ned on the two source images



as shown in the �gure. One thing we must note
is that the faces are de�ned in 2D space, namely
in images, though the faces in Figure 1 look like
forming a 3D shape of a car. The resulting image
is generated by combining the faces with texture.
Notice that some of the faces de�ned in the front
and back part of the car are invisible. The invis-
ible faces prevent holes caused by the occlusion
that may appear in the pixel-based methods. The
drawing order of faces is determined by using the
epipolar geometry.
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Figure 1: Image and face de�nition and an
interpolated image

The texture images are blended in advance to
avoid the discontinuity at the face boundaries.
The view morphing transformation is applied to
each vertex of the faces. Texture images on
the faces are mapped after all vertices are trans-
formed. Texture mapping, which is a 2D-to-2D
mapping instead of an ordinary 2D-to-3D map-
ping, is performed in real-time because it is a
standard function of graphic libraries with or
without help of graphics hardware. If there are
more than two images, the algorithm is applied
for each pair of two neighboring images.

The data of the faces and other information is
prepared in an o�-line process and stored in a web
server, while the real-time view morphing process
runs in a web browser of a local machine.

2.2 Interpolation of vertices

The problem is to �nd an intermediate point in
an image I s from the points in two source images
I0 and I1. Let the points in homogeneous coordi-
nates in images I0, I1 and Is that correspond to
one point of an object be p

0
, p

1
and p

s
respec-

tively(Figure 2). The points in the source images
p
0
and p

1
are known while p

s
is to be calculated.
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Figure 2: Interpolation of a vertex

The �rst step of the algorithm is to rectify the
images. The recti�cation transforms the source
images to the images whose corresponding points
lie on the same scan line. The 3 � 3 projec-
tive transformations H0 and H1 for the recti�-
cation are represented as a multiplication of ro-
tation matrices and a translation matrix for a
stereo view. They are computed from a fun-
damental matrix and epipoles that are deter-
mined by eight or more sets of corresponding
points[Hartley97]. Several linear and non-linear
algorithms are proposed for robust solution of a
fundamental matrix[Luong93]. The points p

0
and

p
1
in the source images I0 and I1 are transformed

to the points p̂
0
and p̂

1
in the recti�ed images Î0

and Î1 by Eq (1).

p̂
0

= H�1

0
p
0
;

p̂
1

= H�1

1
p
1
: (1)

The second step is to interpolate an intermediate
point in the intermediate recti�ed image by the
ratio of s (0 � s � 1).

p̂s = (1� s)p̂
0
+ sp̂

1
: (2)

The third step computes an intermediate projec-
tive transformation Hs. It is approximated by
the linear interpolation of the boundary points as
done by Seitz and Dyer. The fourth step com-
putes the intermediate point ps by ps =Hsp̂s.



Finally, the texture image is mapped to the inter-
mediate faces after intermediate points are com-
puted for all vertices of the faces.

2.3 Face information

A face is de�ned by a list of 2D vertices in
counter-clockwise order with a texture image. A
face is divided into convex sub-faces internally for
texture blending and hardware texture mapping.
Each face is associated with only one texture. A
face, however, usually have two possible texture
images derived from the source images. Thus, we
have to carefully de�ne a texture image in order
to accomplish a high quality result.

We de�ned two criteria to determine which image
should be used. The �rst criterion is the direc-
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Figure 3: Criteria of texture reference

tion of the face. If one of the two corresponding
faces is backward, i.e. the vertices of the face
are traced in clockwise order, the image of the
forward face is chosen as a texture image. The
image I1 is used for texture mapping in the case
of face1 in Figure 3.

The second criterion is the area of the face. If
both of the faces are oriented forward, a texture
image of a larger face is chosen. The image I0

is used for texture mapping in the case of face2
in Figure 3. The area criterion is useful to keep
the quality of images because an image of better
resolution is used.

Another important aspect of faces is drawing or-
der. Since real-time view morphing deals with
only two-dimensional information, we cannot ex-
pect depth sorting for hidden surface removal.
We used the epipoles of the images to determine

the drawing order. The depth information is ap-
proximated by the distance of the vertices of the
faces from the epipole because the epipole indi-
cates the position of a viewpoint that is projected
to the other image. In Figure 4, v0, v1 represent
the virtual viewpoints and e0, e1 represent the
epipoles for images I0 and I1 respectively. In this
case, faces are drawn in the order of F0, F1 and
F2 as a result of comparison of the distance d0,
d1 and d2. If occlusion occurs, the ordering is
decided locally in the image where the faces are
visible. Since this method is approximation, the
exact order may be modi�ed manually.
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Figure 4: Drawing order of faces

2.4 Blending texture images

As a result of the texture selection described in
Section2.3, adjacent faces may use texture images
from the di�erent source images. It will cause the
discontinuity of images at the face boundaries as
shown in Figure5(1). The color of the two texture
images is smoothly blended to avoid the discon-
tinuity. The texture modi�cation is a pre-process
that are performed only once. The modi�ed tex-
ture is used if the adjacent face uses the texture
of the other image.

Assume that an image I0 is chosen as the texture
for a face. The modi�ed texture color C0

0
(p

0
) of

each pixel p
0
inside the face is linearly interpo-

lated by the color of the source images I0 and I1,
which are written as C0(p0) and C1(p1) respec-
tively.

C
0

0
(p

0
) = (1�w)C0(p0) +wC1(p1): (3)

The total weight w that has in
uence on the pixel

is obtained by w = min
�X
i2A

wi; 1
�
where A is a set

of edges shared by two faces with di�erent texture
images and wi is de�ned by Eq (4).

wi =

(
1

2

�
1� di

ri

�
0 � di < ri

0 di � ri
(4)



where di is the distance between the pixel and an
edge i and ri is the distance between the center of
the face and an edge i. The result of the blending
procedure is shown in Figure 5(2).
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Figure 5: E�ect of texture blending

2.5 O�set procedure at contours

Since real-time view morphing is polygon-based
texture mapping, undesirable artifacts may oc-
cur at the contours as in 3D polygon rendering.
O�set faces with alpha masks are attached to
avoid the artifacts. An o�set face is located along
the contour edge that belongs to only one visible
face(Figure 6). The direction to be pulled from
the edge is determined by a vertex o�set vector
that is an average of edge o�set vectors. An edge
o�set vector is perpendicular to the edge and ori-
ented outside from the face center. The length
of the vertex o�set vector is speci�ed by users to
contain the object. The o�set faces are drawn
before the ordinary faces.

Figure 6: O�set faces at contours

Although only the vertices are subject to the
epipolar constraint, the distortion inside the o�-
set faces is small because they are close to the
edges.

3 DATA PREPARATION

3.1 Semi-automatic generation of faces

We have developed a real-time view morphing
system that consists of an editor and a viewer.
In the editor, the faces can be generated semi-
automatically using the epipolar constraint and
pattern matchingwhen the occlusion is negligible.
First of all, eight or more pairs of corresponding
points are computed for the source images using
a correlation method similar to Zhang's[Zhang94]
for weak calibration, which is to calculate the
fundamental matrix and the epipoles. Our sys-
tem also allows users to specify those correspond-
ing points by mouse operation that is usually
more stable and faster than the automatic pat-
tern matching process.

The feature points are extracted in one of the
two images as shown in Figure 7(1) to de�ne the
vertices of the faces. In this implementation, the
Susan operator[Steve97] is used for the feature ex-
traction. It is fast and easy to use because the fea-
ture points are found by local masking operation.
Then, the corresponding vertices in the other im-
age are computed using the epipolar constraint
and local pattern matching in a search window.
The result is shown in Figure 7(2). If there are
three images, the third corresponding vertex is
analytically obtained by the epipolar constraints
from the two corresponding vertices and the two
fundamental matrices though some error correc-
tion is necessary. The face topologies are created
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Figure 7: Face generation

by spanning edges between the points using an
incremental Delaunay triangulation[Lischinski94]
in the visible image. The face is sorted by the
distance from the epipoles for the hidden surface
removal as stated in Section2.3.

3.2 Manual Interaction

Since the algorithm uses pattern matching of im-
ages, it cannot deal with the case of occlusion



that occurs in general examples. In such a case,
users use the semi-automatic process partly and
modify the undesirable vertices manually.

Users can specify faces and additional informa-
tion for the source images with the mouse opera-
tion in the editor. The data includes correspond-
ing points, vertices, faces, drawing order, texture
blending parameters, and contour o�set.

The fundamental matrix and the epipoles points
help users to specify the corresponding points of
the faces because the points are constrained on
the epipolar lines.

When two or more forward faces overlap, the
image-based algorithm is not available any more.
In that case, users specify layer groups of the
vertices manually and apply an incremental De-
launay triangulation to generate faces and the
method to determine the drawing order layer by
layer. The editor shown in Figure 8 supports the
manual interaction.

Figure 8: Speci�cation of drawing order by
a layer structure

4 EXAMPLES

The viewer of our system runs in a general region
of a web browser such as Internet Explorer on
a local machine. There are an ActiveX version
and a Java version. The �le size of the ActiveX
version is currently 348KB.

An example of a torso is shown in Figure 9. A
user can rotate and scale the torso continuously
by the mouse operation. The source pictures are
nine JPEG images of 256 � 512 that are taken
from the surrounding nine viewpoints by an un-
calibrated hand-held camera. About 170 faces
are de�ned in each pair of the two images. The
total �le size of the nine images is 75.3KB while

the additional data is 64.6KB. The additional in-
formation could be reduced because it is repre-
sented in the ASCII format in our current imple-
mentation. However, the total �le size 140KB is
practically acceptable for the use of the narrow
band Internet. It takes 0.027 seconds per frame
for the view morphing transformation and ren-
dering by Pentium III 866MHz with a GeForce2
accelerator, while it takes more than 5 minutes
by conventional view morphing.
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Figure 9: Example of a torso

Figure 10 shows an example of a human. The
total �le size of the eight 512 � 512 images is
75.6KB. The additional data is 41.6KB for about
290 faces. The o�set procedure at the contours ef-
fectively shows the detail of hair and �ngers that
are diÆcult to represent by 3D models.

In addition to the general region of a web browser,
the viewer runs in a region of a banner advertise-
ment as shown in Figure 11. Users can rotate
objects inside the banner advertisement interac-
tively. The ActiveX version also runs on a desk-
top as shown in Figure 12.

The pre-process of texture blending is not e�ec-
tive for shiny or glossy objects. In that case, users
can choose an overlapping mode that blends the
original texture images by the interpolation ratio
instead of blending the images in advance.

The number of pictures depends on the complex-
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Figure 10: Example of a real human

Figure 11: Application to a banner adver-
tisement

Figure 12: Application to a desktop accessory

ity of objects for reconstructing images looked
from anywhere around them. If the objects are
simple with little occlusion, small number, i.e.,
four to six, of images should be enough. Other-
wise, larger number, i.e., ten to twelve, of images
or much manual interaction will be necessary.

5 CONCLUSION

We proposed an image-based rendering method,
which is called real-time view morphing, for in-
terpolating object-centered views from two or
more photographs. It is suitable for web appli-
cations because of small data size and fast ren-
dering. Users can feel three-dimensional view
motion around an object by applying pair-wise
view morphing although the procedure is two-
dimensional. Furthermore, it is useful because
it utilizes photographs that are taken by un-
calibrated hand-held cameras without any spe-
cial devices or markers. It is applicable to
many practical applications such as on-line shop-
ping, remote instruction, and remote diagno-
sis. A tentative virtual shopping mall that is
based on real-time view morphing is available at
http://www.nabla.co.jp/PhotoPopper.html.

An intermediate viewpoint is limited on a curve
that connects the two viewpoints by a straight-
forward implementation of real-time view morph-
ing. The extension for interpolating three view-
points at the same time is now under develop-
ment.

The proposed method can generate faces semi-
automatically if eight or more sets of correspond-
ing points are speci�ed. However, the method
cannot deal with the case of occlusion completely
because it is based on an image matching tech-
nique. A stable method to deal with the occlu-
sion has to be developed for practical usage be-
cause the occlusion is inevitable in widely sepa-
rated views.
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