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ABSTRACT Increasingly, the smart city space is requiring a reconceptualization of forms and factors of
production, including factories and their place in the smart city space. Factories have always been a part
of the city and many people spend a significant part of their lives there. Cities and factories share the
same physical space and draw from the same resources, such as the energy grid, communication networks,
public utilities, social connections, etc. Factories and cities should share the same IoT network in order to
maximize their synergy level. In this view, as ICT-enhanced solutions are being implemented and so the
concept of the smart city becomes a reality, it is mandatory that the connection between the smart city and
the smart factory is examined. This paper represents the first step in this direction. We are presenting a
new smart way to lighten the workload for employees (especially those involved in assembly, setup and
maintenance) and increase factory efficiency. We have developed a brand-new smart solution for designing
and presenting work instructions. The solution can be easily adapted to use in other fields like healthcare
or smart-homes. This paper presents a comparison of different types of virtual/augmented and conventional
assembly instructions. Today, we face the challenge of a lack of skilled employees and a high rate of employee
turnover. Both result in huge time and production losses, because new employees have to be taught simple
assembly tasks over and over again. In addition, as companies begin hiring many more foreign workers
who do not understand the local language, the challenge of teaching becomes even more acute. Despite
this, in modern production systems we can still find ineffective and complicated books and manuals with
assembly, service and measurement instructions. We have prepared several variants for non-trivial multi-
step assembly instructions: traditional ‘‘paper’’ instructions, video instructions, virtual instructions on screen
(with/without in-situ projection and with/without a special controller). We have developed our own software
system for working with and developing virtual assembly instructions. In this case the in-situ augmentation
is a projection on to different parts of the workplace. 60 subjects were tested over two years in order to gather
the learning curve for each of 5 types of instructions using virtual and augmented reality. We have proven
that using any type other than ‘‘paper’’ will shorten the learning time by approximately half. Practitioner
summary: We have prepared and tested variants for non-trivial multi-step assembly instructions. 60 subjects
were tested over two years in order to gather the learning curve for all 5 types of instructions – traditional
paper, video instructions, virtual instructions and two types of virtual instructions combined with augmented
reality in-situ projection. We have proven that using any type other than ‘‘paper’’ will shorten the learning
time by approximately half.

INDEX TERMS Assembly instructions, augmented reality (AR), virtual reality (VR), industrial ergonomics,
training, virtual environments.

I. INTRODUCTION
The technological breakthrough enabled by the vision
of the fourth industrial revolution is opening new
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horizons of robotization and automation in production and
beyond the factory [27]. The current modernization is being
taken out of cities and the implementation of the digital
economy is resulting in smart plants, companies and orga-
nizations which are using completely computer aided manu-
facturing [28]. On the other hand, some methods which had
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been used previously only in the industrial sector are being
applied in smart cities, such as study [29], where discrete
event simulation was used to create designs for smart hotels.

Smart cities require a new, progressive way to carry out
education and training [31]. We will focus on training and
education using virtual animated step-by-step instructions.
Although there have been advances in technologies that can
be used to present instructions in general, traditional paper
books with assembly, service or measurement instructions
are still commonly found in modern production systems [1].
These are prone to getting damaged or lost, and they can be
misunderstood by foreign employees.

In the European Union (and also countries outside it)
there is a lack of employees and a high rate of employee
turnover [24], causing huge losses in the form of time and
erroneous production by always teaching new employees
simple assembly tasks over and over again. The situation is
further complicated by the fact that in most companies the
training process is not standardized. This is also associated
with the slow launch of new products, as traditional man-
uals are often cumbersome and take a long time to under-
stand. It is usually foreign employees who do not understand
the local language, requiring another worker to teach them
individually.

We have been seeking a new, modern way to reduce the
negative impact of these factors. Also, there is a rising ten-
dency of employing cognitively impaired workers, who have
special needs while they are working.

The idea of using digitalized assembly instructions is not
new, but it is one of the main tools of the Industry 4.0 con-
cept [22]. The area of Computer Aided Instructions (CAI) has
been here for a while, but it can also mean just displaying the
same information on a screen instead of printing it on paper.
Such an approach provides improvements in maintaining the
instructions, but the impact on work performance is not as
high [2]. On the other hand, changing the text instructions
for static CAD images with motion diagrams improves the
learning rate, but animating the CADmodels improves it even
further [3].

Electronic devices enable these instructions to be 3D ani-
mated using virtual reality (VR) or augmented reality (AR).
From the research of various implementations and experi-
ments, these can be divided according to the presentation
mode into:

Instructions on screen: A computer monitor, tablet or data
projector is present so that the instructions are displayed at a
location near to the assembly task.

Instructions in a Head-Mounted Display (HMD): The
instructions are displayed in the wearer’s field of view. The
main advantage is having free hands and the relative simplic-
ity of the system. Care must be taken so that the instructions
do not cover or interfere with the actual task by placing them
to the edges or corners of the display or by tracking the
user’s view and displaying them beside the workplace. Such
approaches are discussed in [2], [4], [5]. However, this type
of instruction projection is not universally beneficial, and is

useful mostly in confined situations where it is hard to reach a
tablet or paper or when it is not possible to look away from the
situation or when having both hands free is necessary. Cost,
battery life, image quality, lighting conditions and fragility
are also common factors inhibiting the deployment of HMDs.
These displays also cause higher eye and mental strain [6].

Augmented Reality (AR) instructions: The instructions are
registered with the actual task. Markers or computer vision
algorithms are used to detect the object’s position and to
match the animated 3D models. Such systems are usually
found as mobile phone applications or stationary cameras
with a computer screen [21]. Deployment is also problematic
in some cases because mobile devices will not work long
enough due to low battery life, low processing power and
poor cooling designs – computer vision algorithms are very
demanding on computing power (this can be compensated by
the use of a desktop computer for calculations, but at the cost
of losingmobility, or solved hybridlike using a cloud system).
Also, the benefits in time savings have not been proved. Some
studies even found worse times compared to paper, although
the error rate is usually lower [7], [8].

AR instructions in an HMD: This solution is an ideal
approach for presenting any kind of instructions. Currently,
there are no mass deployment ready solutions. Basically,
the technical challenges mentioned in the previous two para-
graphs apply here, adding the requirement of calibration of
the user’s vision with the screen. Efficiency of an AR HMD
has been claimed in [6] and [8] in picking tasks (higher speed
and lower error rate). [2], [7] and [9] found different, almost
opposing, results for assembly tasks. This applies for optical
see-through glasses, whereas video see-through glasses have
been proven to be inferior [10], [11]. However, welding tasks
can profit from video see-through HMDs [12].

In-situ projected instructions: In-situ projection means
projecting the information in the place of the actual task.
For example, a projector can be installed above the task
and project the instructions directly. Funk’s research [2] has
proven the benefits of such projections, but they also prove
that a negative effect can occur when workers already know
how to conduct the assembly task. It is probably a distraction,
as skilled workers were found to have about 10% worse
performance [13], [14]. [15] describes using laser projec-
tors for location highlighting when, for example, drilling
holes.

Augmented reality still has major drawbacks today. The
limitations are transparent projection quality, calibration of
the user’s view and object recognition and tracking. Finally,
wearable devices require too much computational power.
In 2004 and 2011 there were research studies [16], [17] about
the lack of so called ‘‘killer applications’’ in the field and it
is true to say that the situation still remains. Also, to evaluate
the real benefits, we must wait for a truly high-quality AR
device to make experiments on.

Because of this, we have been focusing on ways to replace
conventional papermanuals with 3D animated instructions on
a screen placed in the workplace. Therefore, a software tool
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to make these easily and without any special skills is needed,
as well as experience and best practices.

The aim of this paper is to demonstrate the difference of
times when learning an unknown assembly task from paper
and from other kinds of virtual assembly instructions. The
outcome will either prove or disprove the assumption that 3D
animated assembly instructions have a significant impact on
shortening the time of the training process.

This work stems from a previous work [26], where a pilot
software solution was also tested on a group of probands.

II. DEVELOPMENT
Although it is not exactly a challenging task to make ani-
mated instructions, things get technical whenmaking a toolkit
for industrial or mechanical engineers to let them make the
instructions quickly and easily.

In order to have a variable custom solution, in which
we will be able to test various technical options, we have
created our own software tool for creating and presenting
work instructions in VR and AR. This software solution is
prepared for VR realized using a Head-Mounted-Display or a
CAVE (Computer Automated Virtual Environment) and also
for AR using marker or markerless tracking presented on
a monitor, cell-phone or see-through device or AR using
In-Situ projection. Because of the current state hardware
limitations (discussed in the conclusion), we have chosen for
this study only technical options, which are directly and easy
implementable in a current state-of-the-art Smart Factory –
VR presented on a display and AR presented using In-Situ
projection (with several variants).

The relatively common data structure, consisting of ani-
mation steps and movements within these steps has been
described for example in [18]. Our data structure adds a
parenting root. The whole animation should then be played
in the local coordinate system of this root.

This data structure must be further enhanced for AR com-
patibility. The root is attached to a marker (e.g. an image
marker or recognized object, etc.). A challenging task is that if
the object changes through the assembly process, the object
recognition markers will stop working within several steps.
On the other hand, when mounting small parts into a big
frame, the marker can stay constant. But we are seeking a
universal solution, and that is why we addmarker data to each
step. Themarkers will be aligned, and a root attached to them.

Each animation step has a set of objects that are static
within the step: a frame, already assembled parts, etc. Some
of these do not have to be displayed when AR tracking is
present – they are already there, there is no need to display
them. We divide these static objects into two groups: the first
to be displayed only in non-AR mode, and the second to be
displayed all the time.

Attention should be paid to the actual types of animations.
We categorize the animations to ‘‘outer’’ and ‘‘inner’’. The
‘‘outer’’ category are animations that can be animated using
a transformation matrix on the whole 3D object – translation,
rotation and scaling. The ‘‘inner’’ category means animations

FIGURE 1. Developed software tool in editor mode.

transforming the object in a more complex way, driven by a
function of interpolation between two states – f(t) where t is
between 0 and 1. Examples are flashing colors, segmented
bending or interpolation between two animation key frames.

For implementation of the first prototype, we chose
Unity3D because it has a powerful graphics core and capa-
bilities to utilize various VR and AR devices and toolkits.
It is also capable of creating modal windows and applications
within the Unity Editor, allowing for easy use. However,
even Unity has some drawbacks. The main one (for us) is no
uncommercial(free) support for CAD models that need to be
converted into 3D mesh models.

A prototype of a VR/AR compatible assembly instruc-
tions editor has been developed and tested (see Figure 1).
We have tested it in experimental conditions in order to
evaluate the improvement of the instructions on screen versus
paper instructions. We unfortunately could not test real AR
assembly instructions as there is no technology available to
us which is capable of markerless tracking of these very
symmetrical and simple objects with a lack of contrasting
geometric features.

Our system has also been tested in real production con-
ditions. The methodology of the experimental testing is
described later in this article, followed by a section on the
experience acquired in a real-life scenario.

III. EXPERIMENT DESIGN
The goal of the experiment was to find out how the times dif-
fer between learning an unknown assembly task from paper
and from other kinds of assembly instructions. A sink water
trap was chosen as the reference object of the assembly task
because of its good availability in small numbers, the high
probability that it is unknown to the recruited test subjects
and that the assembly instructions can be animated using two
elementary kinds of motion: translation and rotation. We can
consider this part as a complex part in accordancewith a study
[25]. For the assembly, a realistic test environment in the form
of an assembly desk was created with a 19’’ LCD screen
for the instructions – see Figure 2. The parts were in boxes
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FIGURE 2. Workplace designed for the experiment, in configuration for
group 3DIO (3D animated manual, in-situ marked box, special controller).

FIGURE 3. Paper instruction assembly preview (original in Czech
language).

marked with part numbers, which consisted of S followed by
a random 3-digit number. The workplace was ergonomically
designed and optimized. The projector was mounted above
the workplace.

First, a paper version of the assembly instructions was
created (see Figure 3). Its accuracy and comprehensibility
were tested on five volunteers. After testing by unbiased
volunteers, a few small changes were made, and the entire
manual was completed for subsequent testing. Before the
water trap assembly could begin, each tested person had the
task of locating a specific assembly instruction in a folder,
which contains other 27 different assembly instructions. Each
cover page looked the same.

The paper manual consists of a total of 16 pages. The
home page explains that it is a workflow for the assembly
of the water trap type A441P supplemented with a picture
of the final product. On the second page is a photograph of

the assembly workplace and on the other pages there is a list
of necessary parts, tools and a description of how to operate
an electric screwdriver. Furthermore, the assembly instruc-
tions describe the steps that are accompanied by pictures. The
assembly process has a total of 20 steps.

The other examined option is a video tutorial. Creating the
video tutorial can be divided into three steps. The first step
was to film all the assembly operations necessary to complete
the water trap. In the second step, these videos were edited
and divided into a total of ten complete assembly steps. In the
last step the final manual was compiled in the form of a
PowerPoint presentation. The video was recorded directly at
the assembly site. The camera was placed on a tripod, on the
edge of the mounting plate. This shot appeared to be the
best shot and eliminated image stabilization problems. The
scene is located relatively close to the camera and provides a
detailed view of the assembled parts.

After completing and filming all the assembly scenes, all
videos had to be cut and divided into individual steps for the
final tutorial. Overall, the assembly takes place in ten steps.
In the presentation there are ten frames with a video and the
last frame is only a photograph of the final product. This
image is used to check if the water trap has been assembled
correctly and if they have forgotten anything. The animated
installation instructions for the water trap were divided into
eleven steps. In the Unity 3D Virtual Installation Guide, all
eleven steps were created in the AnimationHolder folder. The
steps were named ‘Step’ and numbered for quick reference.
Each step is assigned part models that do not move in the
animation and are only embedded in the scene.

First it is necessary to screw part S354 to S353, then it
is necessary to insert part S381 with the narrow side into
S353. Next, the S517 must be placed on the S381 part.
S353 is screwed onto the prepared parts. In the next step the
upper part of the water trap is assembled. The S085 part is
inserted into the S305 part, then S090 is placed on it and
finally the S116 part is added. Insert the screw S014 into the
prepared system and screw it manually for 3-4 revolutions,
using the electric screwdriver for the rest. This is triggered by
pressing the switch to the lower position and after pressing
on the desired part, in the case of insufficient pushing the
screwdriver will not work. The screwed part must be held
firmly. In the next step the seal S120 is inserted with the wider
side into the part S048. Subsequently, the P050 part is inserted
into the groove with the seal side, i.e. the black side down into
the S363 part. Then the S048 component is screwed into the
S363 part. In the next step, the seal S323 is pushed into the
S363. The upper part of the S305 water trap is screwed on
S363. S004, then S516 and finally S009 are pushed onto part
S363. In the penultimate step, the other two assemblies are
screwed together.

The steps still required us to select the appropriate position
for the camera to capture the entire animation and themeasure
the time length of the step. After these necessary operations,
animations were created for each step. The animations were
again appropriately named, such as Shift S048, Screwing
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FIGURE 4. Video assembly instructions preview.

FIGURE 5. Parts required for assembly.

S048, Inserting S120, so that in the event of an error, the user
knows where to reach. Parts models that were not shown on
the stage at that step are placed in the inactive GameObject
folder and its Parts and Complete Parts subfolders.

To install the water trap, there are eighteen parts, and an
electric screwdriver is required to tighten the S014 screw.
An overview of the necessary parts for the step is shown
in Figure 5. A button system was selected to control and
switch between the steps in the assembly instructions.

IV. EXPERIMENT
The assembly instructions were tested on a group of univer-
sity students aged 20 to 25 years (so we consider a consistent
group). Participants filled in information on a form about
their age, gender, education, height and manual skills, then
they were instructed in how to operate the manual: how to
start, switch and return to a given step, and how to shut down
the manual after assembly. The group were also informed
of the predefined conditions under which they will assemble
the water trap. All participants were standing during the
experiment, under artificial lighting from a fluorescent lamp
above the workplace and at a room temperature of 21 ◦C.

The time between opening the first step (on screen, on paper,
in the presentation) and completing the product wasmeasured
for each experiment (time for locating the right assembly
instructions is not included).

The groups were tested using:

• PAP – paper instructions
• VID – filmed instructions
• 3D - animated instructions displayed on the screen
• 3DI - animated instructions displayed on the screen with
in-situ marking of the correct parts box

• 3DIO - animated instructions displayed on the screen
with in situ marking and controller with next and pre-
vious step buttons

The PAP group used only non-informatic standard tools. The
VID group used a sophisticated video played on a conven-
tional monitor. The other groups (3D, 3DI and 3DIO) used a
3D generated interactive scene projected on a monitor with a
stereoscopic projection option. Additionally, 3DI and 3DIO
groups used an augmented in-situ projection from a full HD
data projector (resolution 1920 x 1080) hanging above them
pointing down on the working table and racks. The projection
was extended to the projector screen and generated using our
own software. A similar projection is described e.g. in [37].

A total of 60 test subjects were recruited from the ranks
of second grade mechanical engineering university students.
There were 12 probands tested for each of five groups (i.e.
12 × 5 = 60). Because we need to estimate the learning
curve, there is a new proband for each test. Experiments were
conducted in spring 2017 and 2018. In 2017, two groups were
tested. One group had paper instructions and the other had
3D animated instructions displayed on the screen (groups
PAP and 3D). In order to fulfil the rigorous methodology,
we needed to validate if 12 probands in a group is statisti-
cally enough just after the first tests. We compared PAP to
VID data for the first iteration. Using ANOVA which was
recounted to the Kruskall-Wallis test, the test strength is 94%.
So, 12 probands for each group is statistically enough (if we
would like to compare PAP with other variants).

In 2018, the assembly instructions were enhanced with in-
situ marking of the correct parts box (group 3DI), another was
supplemented by a specialized controller with next and pre-
vious step buttons (3DIO; this setup can be seen in Figure 2),
and finally a group where the instructions were not animated
but filmed (VID). The VID group had the correct box marked
in the corner of the video. All group subjects assembled the
water trap in 6 consecutive iterations (6 try-outs).

Data was collected directly using our own developed soft-
ware using a software bridge to MS Excel in the case of 3D,
3DI and 3DIO. For PAP and VID a conventional calibrated
timer was used. The following statistical analysis was per-
formed in MathWorks Matlab.

V. EXPERIMENT RESULTS AND DISCUSSION
On the basis of the experiments a learning curve was created
for each experiment - see Table 1 and Figure 6. The results
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TABLE 1. Experiment results.

FIGURE 6. Experiment results.

show longer times in the PAP group. The PAP group was
chosen as the reference. The learning curve shows how fast
the workers work from the beginning when they are not
yet familiar with the assembly process. Some results were
discarded because some students made major errors requiring
them to return a few steps back. Results where the students
made minor mistakes which were corrected immediately
were included in the final measurements, because we believe
they could be encountered in the real environment as well.
The average time taken to find the correct assemblymanual in
the bundle for PAP was 1 min 57 s (this time was not included
in the following data).

From this we can see that the same instructions in the
animated form yield 30% less time spent on the assembly task
(group 3D) in comparison with the PAP group.

The other 3 groups yield very similar results of a nearly
40% time drop but are not very different from each other.
In the 3D group, the correct parts were not highlighted, and
the subjects had to find them by searching for the correct
label. In the 3DI and 3DIO groups the boxes were highlighted
directly; in the VID group the correct box was highlighted in
a photograph which was displayed in the corner of the video.
Overall, the VID group performed slightly worse in most
iterations than the 3DI and 3DIO groups. Instead of clicking
a button on the screen with the mouse, the 3DIO group
subjects only pressed a button labelled Next (or Previous)
on a device attached to the table. The differences are minor.
We believe that with the average population, where computer
literacy is not nearly as high as among university students,

TABLE 2. Correlation between methods.

the results would be more different. In manufacturing condi-
tions, pressing buttons on a screen with a mouse-controlled
cursor is considered a waste of time. It is interesting that with
these test subjects, the 3DIO began with longer times and
ended with shorter times compared to the 3DI group, which
may implicate that the group is not familiar with uncommon
computer equipment.

The results correlate with each other. The learning curves
are therefore similar. The lowest correlation is in the first step
between PAP and 3DIO.

Complete ‘‘raw’’ testing data served as the input for sta-
tistical data processing. The Jarque – Bera test with zero
hypothesis was used to test the data: the data follows the
normal distribution. Measurement of PAP, 3DIO and 3D
instructions is based on the test according to the normal
distribution (the null hypothesis was not rejected). Since the
normal distribution in all cases has not been confirmed and
there is not enough data to overlook this fact, the testing of
the differences between the assembly instruction groups will
be tested using the non-parametric Kruskall-Wallis test.

Therefore, we perform a non-parametric test to determine
if there is a difference between the times of the five different
types of instructions. We test the null hypothesis H_0,: Test
groups (PAP,VID,3D,3DI,3DIO) have the same distribution
function (no difference from each other) against the alter-
native hypothesis H_A: At least one group differs in its
distribution function (at least one differs from the others).

If the null hypothesis is rejected (at least one group dif-
fers from the others), the so-called multiple comparison is
carried out using the Tukey Kramer test, which can be used
to determine which groups specifically have a statistically
significant difference. So we have 5 groups and we test the
null hypothesis about the agreement of the averages of two
selected categories i,j H_0: µ_i = µ_j as opposed to the
alternative hypothesis of the average mismatch H_A: µ_i 6=
µ_j, where i,j = 1,. . . n a i 6=j. We always test pairs of groups
with each other. We test all hypotheses at the significance
level α = 5 %.

Figure 7 shows boxplot graphs for experiment # 1 for each
instruction type. The times according to PAP are much longer
than the other 4 which do not differ much from each other.
According to Kruskal-Wallis the test is based on the p-value
of the test 4.5∗10-7. It is definitely less than the significance
level of 5%, so we reject the null hypothesis and we can
say that there is at least one group that significantly differs
statistically from the others.
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FIGURE 7. Box-plot for first try-out.

FIGURE 8. Box-plot for all try-outs.

FIGURE 9. Assembly Instruction Management software – main menu
screenshot.

If multiple comparisons are made, the P-value is less than
5% in three cases - i.e. there is a statistically significant
difference between the PAP-VID, PAP-3DI, and PAP-3DIO

groups. This is confirmed by the rendered boxplots - 3D Box-
plot is the PAP ‘‘closest’’, while the other three have shorter
times. In general, however, these 4 do not differ significantly
from each other, while the PAP guide differs from 3/4 of the
rest. (It would differ from measurement 3 for a significance
level of 10%). The statistical assessment of the other steps
was similar. By way of illustration, a summary box-fence is
shown for all the experiments.

In the statistical evaluation we did not deal with the corre-
lation of height, weight, gender or skill.

At the end of the experiments, participants filled in a
questionnaire with four questions to evaluate the tests and
suggest improvements:

• Is this kind of learning beneficial? (scale)
• Do you think it could be technically improved –graphics,
hardware, etc.? (scale)

• Describe any technical problems you encountered (open
question)

• Suggest some improvements (open question)

The probands feel that this new way of learning is mostly
beneficial, also the feedback on the technology was positive.
The evaluation shows that the PAP group had a problem
with orientation in the manual, which is confirmed by the
measured times. No major shortcomings were found in the
filmed instructions. This is due to the fact that when shooting
the video, the hands were clearly visible during the process,
which is not always possible. In the 3D group, the probands
most often mentioned the problem of finding the right part,
which was solved by the in-situ projection for the 3DI and
3DIO groups. In addition, also the problem with animation
control was resolved for the 3DIO group. This problem was
often mentioned in the 3D and 3DI groups.

VI. COMPARISON WITH OTHER STUDIES
Compared to other studies evaluating the effects of more
modern solutions than paper, some show up to 30% better
results, some show worse results (mostly in cases when using
HMDs). Advantages of AR over paper by more than 32%
were found in [32] (with significant error rate reduction),
CAD animations vs paper by 37% in [3], similarly 20% better
in [9] (although when assembling LEGO bricks). The VR
assembly study [19] shows similar results. In [2], the error
rate was half with instructions on a tablet, but these were
still inferior to in-situ projected instructions – also when
assembling LEGO. An opposing study showed practically
opposite results [7].

The advantage of the 3DI and 3DIO groups over 3D can
be confirmed by studies comparing picking tasks, where in-
situ marking of correct containers make up for twice the
performance compared to a normal paper list [20]. The pick-
ing operation can be considered as a part of an assembly
operation.

It should be noted that our experiment was about on-
site training. But we must also mention the option of off-
site training, which is already used for training workers in
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industry [42] or in other fields such as medicine [43].
We assume that the importance of off-site training will
increase with the advent of technologies such as holographic
displays [44] or precise hand tracking sensors [45].

VII. PRACTICAL IMPLEMENTATION
Whenever it is presented to manufacturing companies, so far
production engineers have expressed excitement over the idea
of replacing paper instructions with a more modern and more
effective solution.

Employee turnover is causing considerable losses to manu-
facturing companies, and this is a way to reduce those losses.
These companies have placed orders for first implementation
so that they will be able to evaluate the results.

The system can produce interactivemanuals – for example:
The worker must confirm that they did not forget to install a
seal or check whether a lever is moving correctly. So far there
has been no demand for such functionality, all they wanted is
a rendered video that would run in a loop on a screen near the
workplace.

Among other things, there were requests to add icons with
commands to wear protective gloves and glasses in the corner,
displaying the overall layout of the workplace with a static
character indicating where the operation takes place. The
most difficult task was to animate the bending of a coolant
distributor in air conditioners – which is a cluster of many
pipes that need to be bent to reach their destination and to fit
in a confined area, and they also must not interfere with each
other.

There were also requirements that did not meet the sys-
tem’s ability to quickly and easily create the instructions.
These were for example upholstery operations, although they
still can be filmed and added instead of an animated step,
disabling the possibility for AR in the step.

The main requirement of such implementation is a big
enough screen capable of playing video or running a com-
puter game. If the instructions are to be managed and updated
automatically, a network connection is also needed to down-
load current data from a local server. This can be a challenge
for production halls that have been in the same place for a
longer time; in new ones, this is usually not a concern as
they are being prepared for implementation of Internet of
Things or Industry 4.0.

Although this article focuses on the initial phase of
understanding the manual (assembly instructions), it can be
expected that, even during continuous use, it will have a
positive impact not only on the production cycle, but also
on reducing error rates through better understanding. We can
also assume a reduction in the needed necessary skills of
employees by suggested approach using (now it is often only
a repetition of predefined movements).

Each particular implementation must be considered indi-
vidually, as the technologies available and even the philoso-
phies of the manufacturing companies differ and manuals
would have to follow them.

Our approach of using Unity3D as the editor for assem-
bly instructions supplemented with our own editor scripts
proved to be feasible for non-expert users to learn. From
our experience, we can teach 5 people how to use it in a
3 hour lesson. Only one of them found the work very difficult,
although he was not very confident in computers overall. The
others found the workflow easy but complained about making
occasional mistakes. Their feedback was vital for further
improvements.

The developed solution can be adapted and used for other
aspects of the Smart City; it can be useful in hospitals,
schools, public transport driver training, etc.

We have also developed a huge database system forAssem-
bly Instruction Management (AIM). The instructions can
be edited (with Word-like possibilities), quickly viewed as
a slide-show and approved using defined patterns. AIM
includes multilingual support. This information system is
connected to our previously described software for virtual
assemblies – different 3Dmanuals can be started in each step.
This information software can be adapted to a larger scale in
a big-data driven database (as shown in the ‘‘extreme’’ data-
driven society of China modeled in [30]).

VIII. FUTURE PROGRESS
There are still some factors that need to be evaluated. So far
the collected experience from practical implementations are
positive, but new questions are emerging. These aremainly on
how to present the information optimally, so that everybody
(or most people at least) understand the presented task imme-
diately or as fast as possible. [1] suggests using standardized
words from simplified English, but icons would be more
suitable. An ideal state would be to have widely accepted
standardized and clearly understandable icons representing
elementary tasks, like insert, screw, turn, etc. As the workers
are international, the language in such manuals needs to be
international as well.

Currently, the industry is awaiting the arrival of an AR
capable device that would be able to meet the industrial
requirements (mentioned in the introduction). When such a
device is available, further testing needs to be carried out.
As stated in [14], using instructions in the field of view
(applicable also for AR) when conducting an assembly task
when the worker already knows the process can yield worse
results. Also, the physical and psychological effects of long-
term use of such technologies remain unknown.

Further improvements in reducing non value-added tasks
can be accomplished by controlling the instructions steps by
other means than pressing a button. Awaving gesture or voice
command could be used. Even better, computer algorithms
could be used to check the completion of the task and high-
light possible errors.

As for our software implementations, we need to extend
the portfolio of elementary and more complex animation
templates and their editors so that they can be created as
conveniently as possible.
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IX. CONCLUSION
We have designed and tested a newly developed large scale
extension for Unity3D capable of creating 3D animated
assembly instructions. This software bundle was tested using
non-expert computer programmers and graphics persons,
who were, in most cases, able to learn to create such manuals
in a short time. We have also tested the resulting assem-
bly manuals against filmed and conventional paper manuals
and yielded similar results as other studies, although not
all measurements were significant according to the Kruskal-
Wallis test. A water trap was used as the target assembly
object for our experiment and the workplace was designed
to be realistic and ergonomically optimized, to be as sim-
ilar as possible to workplaces found in real production
systems.

In answer to the question, what improvements have been
made with the use of other variants compared to the paper
guide? It can be stated that in the first attempt there was
an improvement of 5:27 min (PAP - 11:18 min, Average
others - 5:51 min). This means an improvement of 5:27 min
(48% improvement). In the last (sixth) attempt, there was an
improvement of 0:50 min (PAP - 3:24 min, Average other -
2:34 min), i.e. 25% improvement.

During implementation in real production systems,
we have gained valuable experience and feedback that will
drive both our research and development further. In this study
we did not test Augmented Reality hands-free see-through
helmet projected assembly manuals (we tested only AR In-
Situ projection) as we are skeptical about the possibilities of
deploying current AR solutions as well as [38], although we
have prepared our software solution to be compatible with
AR. The wearable AR is still problematic when we consider
an assembly line with the work in short takt times (often in
continuous operation with multiple shifts). In the industrial
environment, the AR headsets should be targeted to those
workers in the future. Current state AR headsets are not
sufficiently easy-to-use for those kinds of applications. The
work is monotonous and performed by less qualified workers.
Using a current state AR headset on a whole day basis could
result in possible health issues, described in [33] or [34].
Additionally, it is a risk for an employer to let a worker per-
form their job on such (still) expensive hardware. We know
from our experiments with the high-end AR headset MS
Hololens, that there are still other limitations such as – low
brightness level, small field of view, latency, problems with
tracking large-scale objects and the speed of object recog-
nition mentioned in [41]. These and other shortcomings are
described also e.g. in [35] and [36]. Therefore, we currently
recommend using AR rather for maintenance as described
e.g. in [39] or [40]. After overcoming the hardware issues, AR
smart glasses will be a promising candidate as an everyday
tool in a future Smart factory. We expect that our future
research will include implementation of next-generation AR
headsets for assembly instructions and comparison with this
study and also probably with the previous one. An AR
marker system with the same product and workplace but with

different self-developed software was tested in our previous
study [26] which shows that probands were 50% quicker after
10 tryouts.

The other significant future goal is to integrate this solution
with other relevant Smart city branches.
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