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Abstract

Our goal is to develop an assistance system for supporting road crossing among older pedestrians. In order to
accomplish this, we propose detecting the curb stone from the pedestrians’ point of view. Curb detection plays a
significant role in road detection and obstacle avoidance, etc. However, it also presents significant challenges such
as the small size of the target as well as, obstacles and different structures. To tackle these problems, we chose
to fuse two sensors, a Camera and a Leddar, and use an algorithm that applies an end-to-end learning approach.
The convolutional neural network was chosen to process the images acquired from the mono camera by filming
the curb and its surroundings. The artificial neural network was selected to process the point cloud data of the
Leddar acquired in the form of arrays from the 16 channels of the Leddar. A prototype was developed for data
collection and testing purposes. It consists of a structure carrying both sensors mounted on a walker. The data
from both sensors were collected with multiple factors taken into consideration, such as, weather, light conditions
and, approaching angles. For the training of algorithms, an end-to-end learning approach was selected where we
labelled the complete image or array rather than labelling the individual pixels or points in the data. The networks
were trained and, the features from the parallel networks were concatenated and given as the input to the fully
connected layers to train the complete network. The experimental results show an accuracy of more than 99% and
robustness of the end-to-end learning approach. Both sensors are relatively inexpensive and are in fusion together,

they are able to efficiently accomplish the task of detecting the curb stone from the pedestrians’ point of view.
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1 INTRODUCTION

For people of all ages, out-of-home mobility is an in-
dispensable part of leading an independent and self-
determined life [Lim09a]. Mobility and participation
in the society is a crucial part in keeping functionality
and also to prevent the disability [molO4a]. This makes
mobility of older pedestrians an important topic. Since
the elderly demographic of the population (adults of 65
years and older) in the world is increasing, older pedes-
trians’ mobility in the traffic environment requires spe-
cial attention.

Older pedestrians were involved in 20% of all road-
traffic accidents in Germany in 2013 [Bunl3a]. They
are involved in more accidents than middle-aged people
when walking distance is taken into account [Ryt06a].
Moreover, in comparison to other age groups, older
pedestrians require a longer recovery time after road-
traffic accidents and their fatality rate is four times
higher [Bunl3a]. According to official police statistics
in Berlin (Germany), most of these accidents happen
at official crossings such as zebra crossings and traffic
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lights, and the main cause is the lack of attention older
pedestrians pay to oncoming traffic [Bral5a].

These facts mean it is important to understand the
underlying problems older pedestrians face in traffic in
order to develop appropriate solutions to help prevent
these accidents. In order to increase safety and support
older pedestrians, in our project FANS (Fuf3géinger-
Assistenzsystem fiir dltere Nutzerinnen und Nutzer
im Straflenverkehr - Pedestrian Assistance System for
Older Road Users) we are currently developing an
assistance system. This work comprises a user-centred
approach which includes the future target group in the
design process of the prototype.

Our project initially involved investigating the reasons
behind older pedestrians’ lower attention to traffic. Two
reasons were established. Firstly, older people tend
to examine the terrain more frequently and attentively
than younger people, which demands visual attention.
This additional attention-demanding task impares their
ability to detect hazards in the street environment
[Wicl6a]. Secondly, when approaching the road, most
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people watch out for cars while walking, which can be
viewed as multitasking behaviour. The act of walking
requires cognitive resources and thus decreases the
frequency at which visual targets such as passing cars
are detected [Pro17a]. Based on the findings mentioned
above and the analysis of official accident statistics
[Stal3a], we can outline the requirements for the
assistance system.

The purpose of the assistance system is to warn users
when they are approaching the road. The warning re-
minds them to stop whatever else they are doing (i.e.,
walking, scanning the ground) and direct all their at-
tention towards the traffic. This notification should be
given to the users at a predefined distance in order to
prevent them stepping onto the road without checking
for traffic first.

The most important requirement for the system is for
it to work as reliably as possible. That means reducing
the number of events where the system fails to detect
the curb stone (misses) to a minimum. However, the
frequency of false alarms (occurring when the user is
not close to a road) should also be kept fairly low. This
is because the experience of false alarms can lead to
the ignorance of warnings due to users’ distrust of the
system [Dix07a], [MadO6a], [Bli95a].

In order to generate appropriate warnings, the assis-
tance system must be able to effectively identify when
users are approaching a road. It was decided that this
should done by detecting the curb stone using a suitable
sensor solution. The sensors should not be too heavy to
avoid imposing excessive weight upon the users, as well
as not being too expensive for the older target group to
afford.

2 RELATED WORK

Curb stone detection is an important research aspect in
the field of mobile robotics and is especially impor-
tant in the field of autonomous vehicles. It is a cru-
cial component in ADAS (Advanced Driver Assistance
Systems) such as parking assistance, vehicle position-
ing, etc. However, this research focuses on curb de-
tection from the perspective of the driver (i.e., the car).
Research into curb detection from the point of view of
pedestrians is relatively rare. This is because curb de-
tection from a pedestrians’ perspective proposes a sep-
arate relevance and, in particular, a pedestrian’s angle
of view is entirely different. However, we can still ex-
tract some useful information regarding the sensors, as
well as theories proposed to solve this problem, from
recent research into mobile robotics and intelligent ve-
hicle systems.

For curb detection, methods vary with regard to types
of sensors and processing methods, which all have sev-
eral advantages and drawbacks. It can be categorized
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based on the types of sensors used. For example, stan-
dard approaches using an inexpensive mono camera
exploit the methods based on appearance information
(i.e., image processing) [Pril6a]. Image-processing-
based techniques can allow detection from long dis-
tances, but they are susceptible to decreased accuracy
which can be caused by changes in the intensity of im-
ages such as shadows or changes in road surfaces, road
markings, etc.

However, most methods rely on the 3D information
extracted from LiDAR (Light Detection and Ranging)
or imaging sensors. As opposed to monocular cameras,
stereo vision cameras can exploit 3D geometry and
are therefore more suited to detecting curbs [Kell5a],
[Sod16a], [Ferl4a], [Seil3a], [Enzl3a], [Onilla],
[Hul2a], [SielOa]. Stereo vision can provide high-
resolution information which is not available in other
3D sensors. Since they provide a high resolution,
appearance and geometry features are used actively
to detect curbs using stereo vision. The geometry
features, such as the height step [Kell5a], curvature
[Sodl6a], [Ferl4a] and height variation [Kell4a],
[Seil3a], [Hul2a] are commonly used with stereo-
vision-based methods to detect curbs. These methods
are relatively efficient, however the sensors used in
these techniques are comparatively expensive and a
3-D sensor needs a 360° view which contradicts with
our requirements.

Several mapping methods are used for curb detection.
Digital Elevation Models (DEM) are the most widely
used [OniO8a], [Kell4a], [Siella], [Enz13b]. All
of these approaches can augment noisy sensor data
through local or temporal filtering. However, they suf-
fer the drawback that the cell sizes affect the accuracy
of road-curb features. Therefore, small cell sizes are
favoured, which tend to require higher computational
efforts, such as higher memory consumption, making
them difficult or even impossible to use in real time.

Considering the requirements of our assistance system,
we decided to carry out the sensor fusion using the deep
learning method. Therefore, we used a mono camera
and a range sensor, assuming that the fusion of these
two sensors could detect the curb more efficiently. In
our case, the use of an expensive multi-layer LiDAR,
which requires a 360-degree field of view, was not a fea-
sible option. Hence, we decided to use a Leddar sensor.
Leddar [Olil5a] is a propriety sensor from Leddartech
which works based on the principles of LiDAR tech-
nology. It can detect, locate and measure objects in its
field of view. These sensors are mounted on a walker
(see section 3.2) to avoid older people having to carry
the assistance system on their body.
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3 MULTI-SENSOR DATA FUSION US-
ING END-TO-END LEARNING

We started our work by implementing the detection
system with only one sensor. An end-to-end learning
approach using Convolutional Neural Network (CNN)
was chosen to detect the road and its surroundings
from the pedestrian’s point of view via a mono cam-
era. This work was inspired by the work of Bojarski
et. al. [Bojl6a]. The authors implemented an end-to-
end learning approach using a CNN in the context of
autonomous driving. If a network is used in the context
of end-to-end learning, it learns the whole processing
pipeline without the need to label explicit parts of the
data. For example, in the case of the image dataset, it is
sufficient to label the whole image rather than labelling
the individual pixels in the image, which saves consid-
erable time during the annotation of the data (for fur-
ther details, see [Qur18a]). The camera which has been
used has the focal length of 4.0mm with the optical res-
olution of 1280 x 960 and has the maximum frame rate
of 30fps @ 640 x 480.

In order to further improve detection accuracy, we in-
tegrated the Leddar as the second sensor in the system.
The Leddar sensor is based on the optical time-of-flight
technology which sends short light pulses about 10,000
times per second to actively illuminate the desired area.
The sensors then capture the light that is scattered back
from objects and processes the signals to accurately de-
termine their location and other attributes, such as shape
and design. In our project, we are using the Leddar
M16, which is a 16-segment solid-state LiDAR sensor
module. The Leddar M16 sensor module uses 16 in-
dependent detection channels to deliver continuous and
precise detection combined with exceptional lateral dis-
crimination. It has a detection range of 146m and a data
acquisition rate of up to 100 Hz [Olil5a].

The Leddar has been mounted on a walker so that the
channels are facing the curb stone vertically with an
approximate angle of 45° in the predefined distance of
2m = 1m. The schematics can be seen in Figure. 1.
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Figure 1: Schematics of Leddar sensor
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In Figure 1, "c¢" represents the channel of the Leddar. If
the Leddar is moved towards the curb stone and it ap-
proaches the predefined window, as there is a difference
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in height between the pavement and the road, there will
be a change in value for one channel (channel 16) as the
lateral distance between the Leddar and the deflecting
surface increases. This means that, for channel number
16, at t = 0, the deflecting surface is the pavement and,
at t = 1, the deflecting surface is the road. Therefore,
a profile can be made where this channel indicates the
difference, which provides an array of data in the shape
(16,1). Similarly, a profile can be made for each chan-
nel.

3.1 Proposed Methodology

For the camera images, we used the input plane of
(227,227,3), that means RGB images were used to
train the CNN architecture in the first step. However,
it is impossible to use the same CNN network to fuse
both sensors because the dimensionality of the input
data differs. Therefore, we decided to use two different
algorithms to process the data of each sensor separately
and merge them later at the classification stage. For the
images, CNN was used as it provides the best results for
learning the hidden patterns in images. In order to cater
the effect of light in the RGB images, we decided to
use the grey-scale images to train the CNN. In this way
the algorithm neglects the effects of light (e.g. bright-
ness, shadowing, etc.), especially in sunny conditions
and this led to a better prediction. We also reduced the
pixel size of the images to decrease the training time of
the algorithm. This led to an input size of resolution
(225,225). However, Leddar information is comprised
of point cloud data acquired from the 16 channels, with
each channel representing one data point. Thus, the Ar-
tificial Neural Networks (ANN) were chosen because
ANNSs do not reduce the dimensionality of the input
data, meaning no relevant information is lost. More-
over, ANNs are easy to fuse with CNNs and doesn’t
hinder the speed of the network.

To fuse the two sensors which have heterogeneous in-
put streams, we trained two networks in parallel, before
concatenating the features from both networks. These
concatenated features were used as an input for the
fully connected layers to establish the symmetry be-
tween both sensors. After this, the complete network
was trained to tune the hyper parameters. These fully
connected layers also serve the purpose of classifica-
tion, however, in end-to-end learning, it is hard to deter-
mine which layers perform the feature-extraction task
and which layers carry out the classification.

3.2 Data Collection

The data was collected using a prototype consisting of
the following modules:

e Walker (Invacare Banjo P452E/3)
e Leddar M16
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e USB Webcam HD C270 from Logitech

e Notebook (Lenovo Y720-15IKB)

Fire 2: Prototype used for data collection and testing

A customised structure was added to the walker to carry
the sensors, as shown in Figure 2. A housing for the
camera was fabricated using a 3D printer. The Leddar
housing was integrated with a rechargeable power sup-
ply. Both of the sensors were connected to the notebook
using the USB interface.

3.3 Camera dataset

In order to train our CNN network, a dataset was needed
to represent the task at hand (curb stone detection from
a pedestrian’s point of view). As there was no prior
dataset of this kind available, a new dataset had to be
constructed from scratch. This dataset took into ac-
count different light and weather conditions, as the ma-
jority of the relevant accidents occur in conditions with
reduced visibility [Stal3a], as well as different road en-
vironments.

Because the system is developed for use in the city
of Berlin, the dataset incorporates the different types
of pavements and curb stones found in the streets of
Berlin. In order to achieve this, it was necessary to
carry out an analysis of the existing pavement struc-
tures and how common they are. For further details,
see [Qurl8a].

In order to train the network, the dataset was divided
into two classes labelled "positive" and "negative". Im-
ages labelled as "positive" show scenarios where users
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walk towards the road, whereas "negative" images de-
pict scenarios where users are walking along the pave-
ment parallel to the road, as shown in Figures 3 and
Figure 4 respectively.

ages

S :
xamples of the negative labelled im-

Figure 4: A few
ages

3.4 Leddar dataset

Since this problem was tackled as a binary classifica-
tion problem, two types of data were also collected for
the Leddar data, namely "positive" and "negative". The
"positive" class relates to situations where the Leddar is
facing the curb and the user intends to cross the road.
For the "negative" class, data was collected about situ-
ations the Leddar was not facing the curb and the per-
son had no intention of crossing the road. We used 16
channels of the Leddar which generate the point cloud
data. Data was collected from each channel and a pro-
file was made which gave us an array of size (16,1).
Each array represents one data sample. The data was
collected on the streets of Berlin with the help of the
walker mentioned in section 3.2. While collecting the
data, multiple aspects were considered (e.g. height of
curb stone, angle of approach, distance from curb stone,
parked cars, etc.).

3.5 Training Of Algorithm
3.5.1 Selection Of The Data

In order to train the network, it was important to select
the adequate data from both of the sensors. The data
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from the Leddar and the camera were collected sepa-
rately, which means there is no connection between the
data streams of the Leddar and the camera. We chose
40,000 frames from each sensor. The data from each
sensor was divided into positive and negative databases
at a 50:50 ratio. The dataset was then further divided
into two parts: training and validation, at 70% and
30% respectively. The data from the camera was aug-
mented using data augmentation techniques by adding
rotations, artificial shifts, zooming and sheer effect, etc.
to overcome the overfitting problems and also to teach
the network the various conditions which present them-
selves in real-life situations (e.g. insufficient illumina-
tion, motion blur, etc.). However, the data from the
Leddar was not augmented as each channel gives a
number and adding artificial noise entirely changed the
outcome.

3.5.2 Network Architecture

After the selection of data, experiments were conducted
to find the best suitable network architecture. The train-
ing was started with the simplest case and the difficulty
was increased gradually to monitor the performance
of the network. In the beginning, only datasets with-
out obstacles and objects were introduced as a positive
category. Afterwards, the difficulty was increased by
adding different factors such as leaves, obstacles and
various weather conditions. Similarly, for the "nega-
tive" class, the difficulty level was increased by adding
arange of different pavements and angles.

After extensive experimentation with the aim of achiev-
ing maximum accuracy, the network consisted of the
following configuration. The final CNN architecture
contained 5 layers with strided convolutions in all the
convolution layers with a size of 2 x 2 and with a kernel
size of 3 x 3. The ANN architecture had 4 layers with a
varying number of neurons. Three fully connected lay-
ers are used after concatenating the features from CNN
and ANN networks. These layers were then trained on
the combined features from both networks (i.e. CNN
and ANN). The complete network architecture can be
seen in Figure 5.

4 RESULTS

The efficacy of the model was determined through the
accuracy and loss of training and validation. These val-
ues indicated the system’s ability to learn the under-
lying features of the data. A validation accuracy of
99.04% and a validation loss of 0.043 were observed.
The epoch by epoch analysis is shown in Figure 6.
Another way to observe the efficacy of the model is
the through confusion matrix. This confusion matrix
demonstrates how many times the algorithm was not
able to predict the correct label. The confusion matrix
was plotted with 10,000 test samples and can be seen in
Figure 7.
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Figure 5: Network architecture

The Lenovo Y720-15IK notebook, which has NVIDIA
GTX 1050 GPU, was used for real-time testing. The
system runs at 22 Frames Per Second (FPS). In order to
assess the performance of the system, we adopted the
F1 score as an evaluation criterion for curb detection,
which is calculated using precision and recall. The re-
sults are listed in Table 1.

Labels Precision | Recall | F1 score
Positive 1.00 0.99 0.99
Negative | 0.99 1.00 0.99

Table 1: Precision, recall and F1 score of the system

S CONCLUSION

Based on the analysis of the target group, we deduced
that the sensors chosen to detect the curb stone should
be lightweight and inexpensive. In order to train the
networks, the datasets were constructed from scratch,
taking into account various factors such as light,
weather and structural combinations. These datasets
will be extended in future in order to account for a
wider range of scenarios. Both of these datasets can
be used as independent entities in other applications
and systems and are therefore valuable irrespective of
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Figure 6: Simulation results for the network
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Figure 7: Confusion matrix for 10,000 test images

the algorithm. Additionally, a novel approach for the
multi-sensor data fusion using the end-to-end learning
technique is presented where two algorithms, CNN and
ANN, were used to efficiently detect the curb stone
in various scenarios. The fusion network was trained
on a small amount of data, which in turn requires less
training time. However, despite the minimal amount
of data, the network was able to generalise well and
detected the curb stone with an efficiency of more
than 99%. The system worked reliably in different
conditions, with very little time required for prediction.
We believe that end-to-end learning can be effective
for multi-sensor data fusion. This technique proved
to be very fast and reliable as there was no need
for hand-crafted rules or labels for the data, saving
a tremendous amount of time. By fusing CNN and
ANN using end-to-end learning algorithm, we proved
that end-to-end learning is also capable of handling
multiple algorithms at once. In future we will train the
different algorithms to compare the accuracy and also
observe whether end-to-end learning is able to handle
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more complex architectures. Finally, a field study will
be conducted with the target group to evaluate the
performance of the systems. We will also investigate
the performance of the users in the detection of hazards
as well as their acceptance and trust of the system.
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