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ABSTRACT 
A good accuracy in image retrieval across different visual domains, such as photos taken over different seasons 

or lighting conditions, paintings, drawings, hand-drawn sketches, still is a big challenge. This paper proposes the 

use of visual attention to estimate the relative importance of some regions in a given query image. Recently, 

researchers used different databases in specific domains to validate their hypothesis. In this paper, we also pro-

pose a database with multiple image domains, called UFU-DDD. We used the UFU-DDD database to demon-

strate the performance and accuracy gains from the association of visual attention with orientation-based feature 

descriptors. The analysis of the results showed that our approach outperforms all the standard descriptors used in 

the experiments. We hope the UFU-DDD database constitutes a valuable benchmark to the future research in 
cross-domain similarity searching. 
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1. INTRODUCTION 
With ever-faster computers and internet connection, 

the acquisition of collections of images and videos 

has become an action of our daily lives. Multiple 

images may possess exactly the same content across 

a wide range of visual domains, e.g., photos, paint-

ings, sketches, computer-generated images (CG im-

ages), with dramatic variations in lighting conditions, 

seasons, ages, and rendering styles. The development 

of methods to efficiently compute the visual similari-

ty between images in different domains is a challenge 
and an urgent need for various applications, such as 

scene completion [Hay07], Sketch2Photo [Cao11, 

Eit11], Internet re-photography [Shr11], paint-

ing2GPS [Shr11], and CG2Real [Joh11]. Figure 1 

illustrates an example of an application where the 

user gives a painting of the Coliseum as the query 

and wants to retrieve photos, paintings, sketches and 

drawings from the same tourist spot.  

The task of comparing images in different domains is 

very challenging, because small perceptual differ-

ences can result in arbitrarily large differences at the 

raw pixel level. In addition, it is very difficult to 

develop a generalized solution for multiple potential 

visual domains. For this task, it is necessary to cap-

ture the important visual structures that make two 

images appear similar. Several different image de-

scriptors have been proposed in the literature based 

on color, shape and texture. In particular, aiming at 

representing the salient regions (i.e., high gradient 

and high contrast) of the image, some descriptors 

have been proposed in the state of art, such as: SIFT - 

Scale Invariant Feature Transform [Low99], GIST 
[Oli06] and HOG - Histogram of Gradients [Dal05]. 

 

Figure 1. An example of a desired answers list in a 

cross-domain database: (a) the query; (b) the top-

5 answers list of Coliseum in different visual do-

mains. 

Recently, researchers have made significant progress 

in the study of visual similarity in different domains, 

such as data-driven uniqueness paradigm proposed 

by Shrivastava et al. [Shr11]. This paradigm aims at 
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focusing on the most important visual parts of the 

query image. The central idea is to identify the parts 

of the image are more unique or rare. To that end, 

Shrivastava et al. [Shr11] proposed to train a linear 

classifier SVM (Support Vector Machine) at query 

time, using one feature descriptor with the aim of 

identifying the uniqueness parts of the image. This 

method was modified in [Sun13], with an approach 

that uses multiple features for training the classifier 

at query time. Although promising results have been 

achieved, the computational cost to train a SVM 
classifier for each query is extremely high, prevent-

ing its application in real time problems. 

A promising alternative to identify relevant parts of 

an image, with low computational cost, can be found 

in the studies being conducted on the psychology 

field related to visual attention. Its central idea is that 

the most important regions of the image are those 

that most attracts people's attention. Then, the fea-
tures extracted from these regions may be strongly 

weighted for the image retrieval task. Several works 

[Bor09, Sat10, Soa12] use visual attention to identify 

different ways to obtain regions of interest and are 

focused on other tasks such as classification, separa-

tion of foreground and background, object recogni-

tion, image retrieval. To the best of our knowledge, 

there is no reference in the literature addressing the 

use of visual attention in the context of cross-domain 

image retrieval. 

The main goal of this paper is to show that visual 

attention models can identify the relevant parts of the 

query image and when associated with image de-

scriptors can contribute to the improvement of the 

similarity searching accuracy in different visual do-

mains with low computational cost. Differently from 

the strategy proposed in [Shr11, Sun13], our ap-

proach can be computed in real time. An example is 

illustrated in Figure 2. 

The main contributions of this paper can be summa-

rized as follows: 

1. We built a new database with images in different 
visual domains, called UFU-DDD. The database 

contains 22 classes and each class is composed of 

50 images of the same scene in different visual 

domains. Some examples of images in our data-

base are showed in Figure 4. To our best 

knowledge, this database is the first one that put 

together, in a same images class, scenes obtained 

from several different visual domains, such as 

photos took over different seasons or lighting 

conditions, paintings, drawings, computer graphic 

(CG) images, and sketches. To date, the state-of-

the-art databases are constructed to evaluate 
methods to perform the matching between specif-

ic domains [Cho08, Eit11, Rus11] and not for 

multiple visual domains as proposed in this work. 

Sometimes, the databases are dynamically created 

for each query, limiting the comparison and the 

importance of the experiments [Shr11, Sun13]. 

2. We proposed a new strategy to associate visual 

attention maps with well-known orientation based 

image descriptors such as SIFT [Low99], GIST 

[Oli06] and HOG [Dal05]. The results showed 

that our approach overcomes the conventional 

ones in cross-domain image retrieval. 

     

(a) (b) 

     

(c) (d) 
Figure 2. An example of the use of visual attention 

in an image retrieval task: (a) a photography of 

the Tower Eiffel; (b) the top-4 answers for the 

image query in (a) without the use of visual atten-

tion, models; (c) the visual attention map of the 

query image, superimposed by a regular grid. 

Note that the tower region is now highlighted with 

respect to the image background; (d) the top-4 

answers for the query using an association of the 

visual attention map with image descriptors in the 

image retrieval process. 

The remainder of this paper is organized as follows. 

We first give an overview of the related work in 
Section 2. Section 3 describes our proposal to associ-

ate visual attention with orientation-based feature 

descriptors. The methodology of the experiment and 

the analysis of the results are provided in Sections 4 

and 5 respectively. We discuss about the limitations 

of our approach and future work in Section 6. 

2. BACKGROUND REVIEW 
We briefly review related works on cross-domain 

matching, orientation-based feature descriptors, and 

models of visual attention. 

2.1 Cross-domain Matching 
A place, scene, or objects can be recorded in an im-

age in different visual forms, which we call visual 
domains. Nowadays it is common to find databases 

containing images with the same semantic content, 

but in different domains, such as photographs taken 

over different seasons or lighting conditions, paint-

ings, sketches, drawings, CG images, etc. Many 

studies have been dedicated to match images between 

specific domains, such as photos under different 

lighting conditions [Cho08], sketches to photographs 

[Cao11, Eit11], paintings to photographs [Rus11], 

and CG images to photographs [Joh11]. However, 

these specific domain solutions are not directly ex-
tensible to multiple domains. 
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For a generalized solution for this problem, we high-

light three works. In the first one, proposed by 

Shechtman and Irani in [She07], the authors describe 

an image in terms of local self-similarity descriptors 

(SSIM) that are invariant for cross visual domains 

applications. The second one proposed by Shrivasta-

va et al. [Shr11] and third one proposed by Sun et al. 

[Sun13] are based on the data-driven uniqueness 

paradigm. Shrivastava et al. proposed to train a linear 

Support Vector Machine (SVM) classifier for each 

query, in query time, to set weights to each dimen-
sion of either the HOG or SIFT descriptors. Based on 

this same idea, Sun et al.  proposed to use weighted 

vectors for multiple features (Filter Bank, SSIM and 

HOG simultaneously) with weights associated with 

the each dimensions of these descriptors. The time 

spent to run a query on a database retrieval of 5,000 

images in the method proposed in [Shr11] is under 

around three minutes on a 200-node cluster, while in 

the method proposed in [Sun13] is greater than 10 

minutes on a PC with a 3.40 GHz Intel i7 CPU and 8 

GB RAM. Although promising results have been 
achieved in both the solutions, these strategies pre-

sented a high computational cost, preventing their 

application in real time similarity searching.  

2.2 Orientation-based Descriptors 
The descriptors extractors are methods to derive 

automatically visual information from an image and 

organize them into a feature vector that represents the 
image content. In image retrieval run in different 

visual domains, the locally salient parts of the image 

are highly relevant information in the calculation of 

visual similarity. With this aim, several descriptors 

have been presented in the literature, among them 

are: SIFT, GIST, and HOG.  

2.2.1 Spatial Pyramid SIFT Descriptor 
Scale Invariant Feature Transform – SIFT, proposed 

by Lowe [Low99], is a descriptor that detects a set of 

keypoints and describe a neighbor of each one in 

terms of the frequency of gradient orientation. The 

result is a 128-dimensional vector to describe each 

keypoint. The SIFT descriptor is invariant to transla-

tion, rotation, scale, and illumination conditions.  

With the aim of addressing the similar image retriev-

al images of objects taken in different views, several 

works use the Bag of Visual Words (BoVW) [Siv03, 

Csu04, Laz09, Soa12]. In a general way, the BoVW 

consists of identifying, sparsely or densely, a set 

keypoints, in a training image database, and cluster 

them in a predefined number of groups. Each group 

is referred as a visual word. Then, all the image in the 

database and the query image are represented by a 

frequency histogram of visual words. Two images 
are said similar if their histograms are close to each 

other according to a similarity measure. 

In this paper, we are particularly interested in an 

extension for the BoVW proposed by Lazebnik, 

Schmid and Ponce [Laz09] termed Spatial Pyramids 

(SP). They use a dense regular grid to detect the 

keypoints. Firstly, SIFT descriptors of 16 x 16 pixel 

patches of all image database are computed over a 

grid with spacing of n pixels. Then, using the k-

means algorithm, SIFT descriptors are grouped and 

the representative of each group are used to build the 

visual words dictionary. The frequency histogram of 

visual words is computed for each image, as in 
BoVW. Now, the spatial pyramid is computed by 

partitioning the image into regular sub-regions in 

several levels,   and assessing a frequency histogram 

for each sub-region. The process continues until it 

reaches a predetermined number of pyramid levels. 

The final descriptor is composed by concatenating all 

frequency histograms derived in the process. 

 2.2.2 GIST Descriptor 

The GIST descriptor presents good results in scene 

categorization and image retrieval [Oli06]. The idea 

is to develop a statistical representation with low 

dimensionality of the scene. The GIST descriptor 

computes the energy using a bank of Gabor-like 

filters evaluated at all orientations and different 

scales for each of the cells obtained by chopping up 
the image into N by N pieces. The format of the Gist 

descriptor is a vector with [scales] * [orientations] * 

[number of cells] dimensions.  

2.2.3 HOG Descriptor 
The Histogram of Oriented Gradients – HOG – de-
scriptor [Dal05] was firstly proposed to deal with 

human detection task and later became a very popu-

lar feature in object detection area. When extracting 

HOG features, the orientations of gradients are usual-

ly quantized into histogram bins and each bin has an 

orientation range. An image is divided into overlap-

ping cells and in each cell a histogram of oriented 

gradients falling into each bin is computed and then 

normalized to overcome illumination variation prob-

lems. The features extracted from all the cells are 

then concatenated together to form the HOG de-

scriptor of the whole image, with [cells] * [bins] 
dimensions. The HOG features are similar to SIFT 

descriptor, but HOG features are computed in dense 

grids at some single scale without orientation align-

ment. In this paper, we used the HOG descriptor 

algorithm proposed in [Fel10], which uses 31 orien-

tations bins to compute the histogram of oriented 

gradients. The similarity between the image query 

and other image can be computed by various func-

tions of distance, for example, the Canberra distance. 

2.3 Models of Visual Attention 
Humans are faced with an overwhelming amount of 

visual information. However, this amount of infor-

mation is much larger than all the information that 
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the brain processes and assimilates. By rapid eye 

movements, referred to as saccades movements, the 

brain must prioritize and receive only part of the 

visual information at every instant. 

Visual attention is the ability of the human visual 

system to select and process only the most important 

regions in a scene, while ignoring the rest of the 
image information. Intuitively, saliency characterizes 

some parts of a scene which appear with high rele-

vance for an observer. A saliency map indicates the 

conspicuity of each pixel of the scene, i.e. the proba-

bility of parts of the scene to attract the attention of 

humans. The saliency map is visualized as a gray-

scale image, where the brightness of a pixel is pro-

portional to its salience. Models of visual attention 

try to represent the mechanism of visual attention by 

saliency map. A nice survey about saliency map is 

presented by Borji and Itti in [Bor13]. The authors 

presented a classification of attention models into 
seven categories, considering the strategy used to 

obtain the saliency map. We evaluate one model of 

each one category and the GBVS model, proposed by 

Harel et al. [Har07], presented the best results for the 

cross-domain problem. Harel et al. proposed a bot-

tom-up saliency map which uses the Markov chains 

over various feature maps and treats the equilibrium 

distribution over map locations as activation and 

saliency values. They proposed to unify the activa-

tion map and normalization/ combination maps steps 

by using dissimilarity and saliency to define edges on 
graphs which are interpreted as Markov chain. In this 

work, we’ll use the GBVS model in the experiments. 

3. OUR APPROACH 
In this paper we propose combining visual attention 

models with image descriptors for image retrieval in 

different visual domains. Our hypothesis is that the 

relevant regions of an image, highlighted by a salien-
cy map, are more important to characterize an image 

for content based image retrieval. Figure 3 summa-

rizes the idea proposed in this paper.  

 

 

 

 

 

 

 

 

 

 

Figure 3. The flowchart of the association of visual 

attention with image descriptors. The darker box-

es highlight our contributions. 

Following Figure 3, for the query image, two pro-

cesses occur in parallel: saliency map extraction, and 

feature extraction. The saliency map extraction can 

be performed by any of the visual attention models 

already developed. Because the nature of cross do-

main database, we will use the feature extraction 

method based on gradient / contrast orientation, that 

are SIFT, GIST and HOG descriptors, but the image 

descriptors are not limited to them and depend on the 

application. 

After extracting the saliency map, the saliency mag-

nitude is normalized to the range [0, 1], and then it is 

superimposed by an NxN size grid. After that, the 

matrix of weights, with NxN dimension, is derived 

with the aim of highlighting the relevant parts of the 

image while discard or attenuate the importance of 

the remainder regions. To that end, the value of the 

position (i,j) of the matrix of weights is assessed by 

computing the median saliency magnitude value of 
the normalized saliency map  in the corresponding 

grid cell. Those median values that are lower than a 

given threshold T is set zero, indicating the low im-

portance of that image for the representation of the 

scene. The matrix of weights is built as showed in 

Algorithm 1. Finally, we use information of the ma-

trix of weights in same way to run the similarity 

searching. 

Algorithm 1: Building of matrix of weights 

  1. MatrixOfWeights(I, MV, T, N) 
      Input: I: image; MV: model of visual attention;    

T: threshold; N: grid size 
      Output: W: N x N matrix of weights 
  2. begin 

  3.    SM = SaliencyMapExtraction(I, MV) 
  4.    SM = Normalize(SM, 0, 1) 
  5.    for each par(i, j) Є grid do 

  6.          Md = median(SM, i, j) 
  7.          if (Md < T) 

  8.              W[i,j] = 0 
  9.          else 

10.              W[i,j] = Md 
11.    return W 

      End 

3.1 Visual Attention with Spatial Pyra-

mid/ SIFT (VA-SP-SIFT) 
In our approach, only the SIFT descriptors extracted 

from the relevant regions are used to construct the 

Spatial Pyramid, as shown in Algorithm 2. The simi-

larity measure between the image query and other 

images is computed by the histogram intersection 

function, as described in [Laz09]. 

3.2 Visual Attention with GIST (VA-

GIST) 
The matrix of weights, different from the strategy 

described in Section 3.1, is used to weight the simi-

larity measure in query time.  

Feature  
extraction 

Query image 
resized 

Cross-domain 

image database 

Descriptor  

database 

Saliency Map 
extraction 

Saliency Map Query image 
descriptor 

Similarity matching using 
matrix of weights 

Ranked list 

Feature  
extraction 

Building the  
matrix of weights  
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Let I and J be the query image and the target image. 

Let WI, GI and GJ be the matrix of weights of I, ob-

tained as described in Algorithm 1, the GIST vector 

for I and the GIST vector for J, respectively. G(c,s,r) 

is GIST vector value of the cell c in a scale s and 

orientation r, where c = {1, …, m}, m= NxN is a 

number of cells, s = {1, .., p}, p is a number of scales, 

r = {1,…, q}, q is the number of gradient orientations. 

In this work we propose to use the Weighted Euclid-

ean distance as defined in Eq. 1, to determine the 

similarity between I and J. 

 (   ) √∑∑∑(  (  (     )    (     ))
 
)   ( )

 

   

 

   

 

   

 

 (1) 

where WI(c) is a weight associated with the cth cell in 

the matrix of weights. 

Algorithm 2: VA-SP-SIFT Descriptor 

   Data: I: image query; MV: model of visual attention; 
T: threshold; N: grid size;      D: dictionary 

   Result: V: VA-SP-SIFT descriptors vector 

1. begin 

2.    W = MatrixOfWeights (I, MV, T, N)  
3.    SIFTS = Dense-SIFT(I)    //as in [Laz09] 

   4.    SIFTS_VA = Fusion (SIFTS, W) //only the SIFT 
descriptors that fall within the cells 
where the corresponding position in W 
is different from zero are kept. 

5.    V = ProduceSP(SIFTS_VA, D) //as in [Laz09] 

6.    return V 

   end 

3.3 Visual Attention with HOG (VA-

HOG) 
For HOG, the proposal is similar to that one de-

scribed in Section 3.2. 

Let I and J be the query image and the target image. 

Let WI, HI and HJ be the matrix of weights of I, see 

Algorithm 1, the HOG vector for I and the HOG 

vector J, respectively. H(c,i) is the normalized count 

of the i
th

 orientation bin of the c
th

 cell, where c = 

{1,..,m}, m is a number of cells, i = {1, .., 31}. WI(c) 

is a weight associated to cth cell. The similarity be-

tween I and J is computed by using the Weighted 

Canberra distance, as shown in Eq. 2. 

 (   )  ∑(∑   
   (   )     (   ) 

   (   )     (   ) 

  

   

)  ( )

 

   

 (2) 

4. METHODOLOGY 
We run several experiments in order to analyze the 

performance of the use of visual attention for cross-

domain image matching. The experiments are divid-

ed according to the feature descriptor used. The re-

sults of quantitative analysis are reported in terms of 

the Average Precision (AP) values at the top-k an-

swers.  

4.1 Databases 
The scientific community needs a unique database to 

evaluate methods towards image retrieval across 

visual domains. Aiming to address this need, we 

created a public database, called UFU-DDD (Data-

base of Different domains of University of Uber-
lândia). We also use 10,000 images from the 

MIRFLICKR Database [Hui08] to test the robustness 

of our proposal. 

 

Figure 4. A sub-set of classes of UFU-DDD: Coli-

seum, Statue of Liberty, Eiffel, Temple of Heaven, 

Saint Basil’s Cathedral. 

Database of Different Domains of University of 

Uberlândia (UFU – DDD) – we have created a new 

database comprised of 1,100 images. The UFU-DDD 

database was collected by crawling images from 

google images website using keywords about tourist 

spot such as “painting of Tower Eiffel”, “sketch of 

Cathedral San Basilio”. This procedure was neces-

sary because we did not find a database with the 

particularities that we consider important to evaluate 

our approach. In order to obtain classes with a variety 

of domains, we decided that each class would be a 
tourist spot with exactly 50 images across different 

domains, totaling 22 classes. The tourist spots are 

many, such as: waterfall, church, coliseum, temple, 

stadium, castle, museum, opera house, etc. The data-

base contains 91 very old photographs, 677 photo-

graphs under different lighting and stations, 150 

sketches, drawings and CG images, and 182 paint-

ings. In all the cases the foreground is centered in the 

image. Figure 4 shows five classes of UFU-DDD and 

each class with images in different visual domains. 

With UFU-DDD it is possible to design experiments 
such as: given a query painting, what are the photo-

graphs, drawings, and sketches more visually simi-

lar? Given an old photograph, what are the recent 

photographs of the same place? Given a sketch, 

which are the paintings of the corresponding place? 

MIRFLICKR Database (MIF) – this database con-

tain 1 million Flickr images under the Creative 

Commons license. It is commonly used for the visual 
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concept detection, photo annotation and image re-

trieval task. We used 10,000 photographs of this 

database just to test the performance of our approach 

under different database sizes. 

4.2 Experiment Setup 
In all experiments, the images were resized to 200 x 
200 pixels. The extraction of the saliency map was 

done using GBVS model proposed by Harel et al.  

[Har07]. For each image descriptor we compared our 

approach against a publicly available, third-party 

authored reference, implemented in Matlab. The 

parameters used to derive each descriptor are de-

scribed following. 

VA-SP-SIFT: for each image, we compute spatial 
pyramid representation with 3 pyramid levels using 

Dense-SIFT descriptors of 16x16 pixels patches 

computed over a grid with spacing of 8 pixels. We 

used a vocabulary of 400 visual words. After several 

tests, we empirically set the threshold value at 0.2 

according to Algorithm 1.  

VA-GIST: we computed the GIST representation for 
each image using an 8 x 8 grid, 4 scales, and 8 orien-

tations. The threshold T in Algorithm 1 is set at zero. 

All the weights are used in the Weighted Euclidean 

distance, as defined in Eq. 1. 

VA-Normalized-HOG (VA-NHOG): for each im-

age, we compute HOG representation with 625 cells 

of 8 x 8 pixels divided in a 25 x 25 grid, and 31 ori-

entations bins. We experimented both implementa-
tion, the standard HOG descriptor as well a simple 

normalized HOG (NHOG). The NHOG vector 

(VNHOG) is defined as a zero-centered version of 

HOG vector (VHOG), where VNHOG = VHOG – 

mean(VHOG). We perceived slightly better results 

with NHOG and then we adopted it in our experi-

ments. The threshold T in Algorithm 1 is empirically 

set at 0.3. We also evaluate different similarity 

measures, such as Cosine, Chi-square, Euclidean, 

Manhattan, Canberra distances. We adopted the 

Weighted Canberra distance, as defined in Eq. 2. 

5. EXPERIMENTS 
In order to evaluate the performance of our approach, 

we conducted three experiments, each one using a 

specific domain as the query image. The experiments 

are run using the UFU-DDD database. We also used 

images from the MIRFLICKR database as distrac-

tors, in three different versions: UFU-DDD + 3,000 
MIF; UFU-DDD + 6,000 MIF; and UFU-DDD + 

10,000 MIF. 

5.1 Photograph as Queries 
In this experiment, the query images are photos took 

over different ages, seasons, weather or lighting con-

ditions. We collected from the UFU-DDD a dataset 

of 44 photos (2 photos of each class) to be used as 
queries. Table 1 shows the Average Precision at top 

10 (AP@10) and top 30 (AP@30). In all the cases, 

our approach obtained an important improvement in 

the results when compared to the standard de-

scriptors.  The gain obtained for our proposal varies 

from 9% to 30% for top 10 and from 5% to 15% for 

top 30. The gain depends on the descriptor and the 

database size. It is worth noting that the inclusion of 

distractors in the database did not affect the gain 

obtained with the use of visual attention. Figure 5 (a) 

shows the top 3 answers for the Sydney Opera House 

with and without the use of visual attention. This 
example illustrates the superiority of our approach. 

Methods 

Databases 

UFU-DDD 
UFU-DDD+ 

3,000MIF 
UFU-DDD+ 

6,000MIF 
UFU-DDD+ 
10,000MIF 

@10 @30 @10 @30 @10 @30 @10 @30 

SP-SIFT 0.46 0.29 0.40 0.24 0.38 0.22 0.31 0.20 

VA-SP-SIFT 0.64 0.39 0.51 0.31 0.47 0.27 0.43 0.25 
 

GIST 0.58 0.36 0.55 0.32 0.53 0.31 0.52 0.29 

VA-GIST 0.79 0.46 0.75 0.42 0.74 0.40 0.72 0.38 
 

NHOG 0.53 0.35 0.46 0.29 0.43 0.27 0.40 0.24 

VA-NHOG 0.83 0.50 0.71 0.40 0.66 0.36 0.63 0.33 

Table 1. Average Precision at top 10 and top 30 

with different database sizes. Queries: Photo. 

Methods 

Databases 

UFU-DDD 
UFU-DDD+ 

3,000MIF 
UFU-DDD+ 

6,000MIF 
UFU-DDD+ 
10,000MIF 

@10 @30 @10 @30 @10 @30 @10 @30 

SP-SIFT 0.31 0.20 0.28 0.16 0.26 0.14 0.25 0.13 

VA-SP-SIFT 0.43 0.25 0.36 0.20 0.32 0.19 0.31 0.17 
 

GIST 0.43 0.26 0.38 0.21 0.36 0.20 0.34 0.18 

VA-GIST 0.57 0.34 0.51 0.30 0.47 0.27 0.46 0.26 
 

NHOG 0.41 0.26 0.36 0.20 0.33 0.18 0.31 0.16 

VA-NHOG 0.65 0.41 0.53 0.32 0.49 0.29 0.46 0.27 

Table 2. Average Precision at top 10 and top 30 

with different database sizes. Queries: Sketch / 

Drawing. 

5.2 Sketch/Drawing as Queries 
Here, the query images are sketches and drawings. 

We collected a dataset of 44 sketches and drawings 

(0 to 3 images of each class) to be used as queries 

(two classes do not contain sketches). Matching 

sketches/drawings to real scenes is a difficult task. 

The sketches and drawings are abstract and show 

strong local deformations with respect to the real 

scene.  Table 2 shows the AP@10 and AP@30. In all 
cases, it is possible to note an improvement in the 

results that vary from 6% to 24% for top 10 and from 

4% to 15% for top 30. Figure 5 (b) shows a qualita-

tive examples corresponding to the top 3 answers for 

each descriptor, using or not the attention model. It 
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can be seen that our approach returned 3 relevant 

photos as answers for sketch used as query. The 3 

images returned are relevant to the 3 feature de-

scriptors. 

5.3 Painting as Queries 
We collected a dataset of 44 paintings (1 to 3 images 
of each class) to be used as queries. Matching paint-

ings to scenes is also a difficult task because: i) the 

presence of strong local gradients due to brush 

strokes; and ii) the painting styles may vary from 

painter to painter. Table 3 shows the AP@10 and 

AP@30. In all cases, our approach outperforms the 

standard descriptors. The gain reached by our pro-

posal varies from 6% to 17% for top 10 and from 3% 

to 9% for top 30.  A Qualitative example is showed 

in Figure 5 (c). Due to the difficult of match painting 

to photos or sketches, the standard descriptors failed 

in all the answers while our approach returned at 
least two relevant answers in three. 

Methods 

Databases 

UFU-DDD 
UFU-DDD+ 

3,000MIF 
UFU-DDD+ 

6,000MIF 
UFU-DDD+ 
10,000MIF 

@10 @30 @10 @30 @10 @30 @10 @30 

SP-SIFT 0.38 0.24 0.31 0.18 0.29 0.16 0.26 0.14 

VA-SP-SIFT 0.50 0.31 0.39 0.24 0.35 0.20 0.32 0.17 
 

GIST 0.44 0.26 0.40 0.22 0.37 0.20 0.35 0.19 

VA-GIST 0.58 0.34 0.53 0.29 0.49 0.27 0.46 0.26 
 

NHOG 0.43 0.28 0.36 0.20 0.31 0.16 0.28 0.14 

VA-NHOG 0.60 0.37 0.48 0.28 0.44 0.24 0.40 0.21 

Table 3. Average Precision at top 10 and top 30 

with different database sizes. Queries: Painting. 

6. CONCLUSIONS 
In this paper, we presented a new strategy with low 
computational cost to highlight the most important 

parts of an image query with the purpose of images 

retrieval in databases that contain images in different 

visual domains. The strategy was evaluated with a 

different database sizes. We showed that our ap-

proach outperforms the standard descriptors. Howev-

er, this strategy is strongly dependent on the model of 

visual attention to be used. A typical failure is 

showed   in Figure 6. In this example, our approach 

fails to find good top matches because the attention 

model was not able to identify all the body of the 
Statue of Liberty. Further works are in progress to 

detect relevant parts of an image, interactively by 

using eye tracker device. 
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Figure 5. Qualitative comparison of feature descriptors with and without the GBVS model. 
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Figure 6. Typical failure case. The GBVS model mainly highlighted the head and 

torch of the Statue of Liberty as relevant regions. However, regions as the body and 

the sky around the Statue of Liberty are important for CBIR. 

 

 

 

 

Journal of VSCG

Volume 22, 2014 72 ISSN 1213-6972


	I11-full.pdf
	I41-full.pdf
	I47-full.pdf
	I59-full.pdf
	K47-full.pdf
	K67-full.pdf
	K73-full.pdf
	M07-full.pdf
	M71-full.pdf
	M73-full.pdf
	!!_2014-Journal-No-2a.pdf
	I11-full.pdf
	I41-full.pdf
	I47-full.pdf
	I59-full.pdf
	K47-full.pdf
	M07-full.pdf


