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ABSTRACT

Image based video generation paradigms have rgogmirged as an interesting problem in the fieldobbtics. This
paper focuses on the problem of automatic vide@iggion of indoor scenes that mainly consist ofiagonal planes.
The algorithm infers frontier information directiyom the images using a geometric context-basesheetation scheme
that uses the natural scene structure in indovir@mments. The presence of floor is a major cuediataining the
termination point for the video generation. Finse perform floor segmentation using dilation ands@n methods.
Second, compute the length of the floor using ditamethod which is used as the termination paintvideo

generation. Finally, video is generated by croggdime image. Our approach needs no human inteoremthence it is
fully automatic. We demonstrate the technique t@iety of applications, including virtual walk tugh ancient time
images, in forensics and in architectural sitese algorithm is tested on nearly 100 images obtainech different

buildings, all of them are fairly different in erior decoration themes from each other.
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1. INTRODUCTION imgge_s are qvailable. The Worl_< here is_ _mainlyiedrout

using indoor images. We describe a unified framévior
. . ) . o generating video from a single 2D image.

Video generation from a single image is inhererdly This paper focuses on the problem of automatic ovide

challenging problem. In Imaging devices, there teade-  generation of indoor scenes that mainly consist of

off between the images (snapshots) and video beaalus orthogonal planes. The presence of floor is a majerfor

the limitation in storage capacity. Video clips da®ore obtaining the termination point for the video geatiem.

storage space.compared to'images. .This motivated i@jgeo generation using single image finds applaai

generate the video from a single 2D image rathen th jncluding virtual walk through ancient time images,

storing video clips. Humans analyze variety of Bng forensics and as waiters in restaurants. It noy telps

image cues and act accordingly, unlike robots. Wbek  the ysers to enjoy the important details of thegenaut

is an attempt to make robots analyze similar to dnsn 554 provides a vivid viewing manner.

using single 2D image. . _In the next section, a review on the related woiks

The task of generating video from photographs isghlighted.

receiving increased attention to generate video of

architectural sites. We are addressing here theckag

where dimension of the real world object or measamet 2. RELATED WORK

of object dimension in 2D plane is unknown. However
generating video using above methods is very dillfic It is observed that some methods have been dewkfope

because of perspective view. Alternatively, videald be ~ S€gmentation on a single image, few which are direc
generated using proper ground known i.e. floorrelevant to the work are highlighted here. Erickdde et
segmentation. In the absence of accurate measargme &- have used a graph based segmentation algorithm to
we wish to exploit geometric characteristics 9€N€rate a partition of the image and assignediguen
(windows/doors) along with the color variations.cBu 'dentifier to each partition output by the segméata
relationships are plentiful in man-made structueesi ~ &/gorithm in [Con00a]. Erick Delaget al.[Con00c] have
often provide sufficient information to our workh@ bPuilt a probabilistic model that incorporates a hemof
work is well-suited for navigation on Personal ity local image features and tries to reason aboutlthema

assistants(PDA’s) and personal computers, incledsss ©f the floor in each column of the image. Ma Lietal.
where buildings are destroyed and only the archievéC0on00€] have segmented the floor region automigtica
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by adopting clustering analysis and also have pgep@ given color image to gray, further convert the girapge
PCA based improved version of the algorithm to reeno to binary image by computing a global thresholdhaRy,
negative effect of shadow for segmented resulte Xu segment the floor by applying the dilation and &nos
Nan Cuiet al. [Con00f] have proposed detecting andmethods.

segmenting the floor by computing plane normalsnfro Segmentation:

motion  fields in image sequences. A geometric_l_he floor path is the major cue to generate videmfa
characteristic that objects are placed perpendicaldhe sinale 2D F:ma e of indoJor scenes gTo seaqment ther fl
ground floor can be utilized to find the floor inD2 fron?w the remginin arts of the 'indoor gi]ma e scenes
images. Surfaces often have fairly uniform appezarnn dilati d 'g pt hni ina th gt .
texture and color and thus image segmentation ithgos llation ‘and erosion techniques using the struegri

provide another set of useful features which camuged gltem(tent_s arel USEd't . dqf bi d i
in many other applications, including video generat ructuring element IS useg for probing and expegane
shapes contained in the input image yielding toorflo

segmentation. The output of the above steps isngine

A very few Researchers have proposed different auksth Figure 1.

for video generation from a single 2D image. Shuogjia
jang et al. [Con00g] have proposed a method to
automatically transform static images to dynamidea
clips in mobile devices. Xian-sheng Heaal. [Con00N]
developed a system named photo2video to convert a
photographic series into a video by simulating came
motions. The camera motion pattern (both the kapmé
sequencing scheme and trajectory/ speed contedkgly)

is selected for each photograph to generate a
corresponding motion photograph clip. A region lase
method to generate a multiview video from a conieerat
2-dimensional video using color information to segm

an image has been proposed by Yun-Ki-Batkal.
[Con00i]. Na-Eun Yanget al.[Con00j] have proposed
method to generate depth map using local depth
hypothesis and grouped regions for 2D-to-3D corigars
The various methods of converting 2D to stereosc8pi
images involves the fundamental, underlying pritecipf
horizontal shifting of pixels to create a new imagethat
there are horizontal disparities between the oaigimage
and the new version. The extent of horizontal shift
depends on the distance of the feature of an objettte
stereoscopic camera that the pixel represents.Isth a
depends on the inter-lens separation to deterrhime¢w
image viewpoint.

The methods proposed by the authors for floor
segmentation is time consuming and have made wertai
assumptions specific to the application. Theséaats are

not of much importance in our work, this made us to
propose a simple method for floor segmentatioregsér
time. Using the segmented image, length of therfloo
could be computed by distance method. This helps in
video generation.

In this paper, a method for systematically explgram
unknown bounded indoor workspace is presented.

3. FLOOR SEGMENTATION

The goal is to obtain floor segmentation of a gigargle
2D indoor image. The crucial part of the work ised¢ing
the pixels belonging to the floor. There are method
available for floor segmentation with known camera
parameters. Requirements is to segment floor withou (d)

having knowledge of camera parameters. There ifzigure 1. (a) Original Image (b) Gray Image (c)

possibility to find the geometric relationship, ynhe Binary image using Otsu's method (d) Segmented
using color. The primary steps involves convertthg Image
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The segmented image obtained in Figure 1(d) is tsed 3

find the length of the floor. The distance betwésan start i b
and end of the white pixel (row wise) from the floo
segmented image is found by using the Euclideaarntie
method. This length of the floor identified coulatedttly H—i_f'
be used to decide the number of frames to be gexkra

generally 1:2 depends on the length and it candvied

with requirements. These frames are incorporateithe - .
video generation. (d)
Figure 2. (a) Frame 1 (b) Frame 40
4. Video Generation (c) Frame 80 (d) Frame 200
_ _ _ _ ) Further video is generated, using the key frameedt
The information obtained in the floor segmentatisn in the array by writing the frames to the videe fiThis

used to generate the video. The input for the video method provides vivid dynamic effect from global
generation are - single 2D image, computed terignat  view to local details.

point based on the distance calculated using floor

segmentation, the size of the rectangle based liohw 5. EXPERIMENTAL RESULTS

cropping takes place.

The input image is considered as the first framet ti@  The algorithm is applied to a test set of 97 images
image is cropped based on the size of the predkfinepbtained from different buildings, all of them darly
rectangle. Then the cropped image is resized to thgifferent in interior decoration themes from eaither.
original image and stored in an array of images. Ansince the indoor images contained a diverse rarfge o
appropriate set of key-frames are determined fahea orthogonal geometries (wall posters, doors, windows
image based on the distance computed by using flogoxes, cabinets etc.), we have observed that thaltse
segmentation. The images obtained after croppig ipresented are indicative of the algorithm perforceaan
given in Figure 2. images of new buildings (interior) and scenes.

We also have evaluated the algorithm by manually
detecting the floor path of a set of images andpamed it
with the floor path generated by our method. TheraV
accuracy obtained from the result is 91.46% asrngive
Figure 3.
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Figure 3. Comparing the length of the floor computd
manually and by our method(MG method)

The first, intermediate and final frame generatgdtte
method after floor segmentation is shown in FigurgVe
can observe the finer details in the intermediaig fnal
frames that could be used in various applications
including virtual walk through ancient time images,
forensics and in architectural sites.

The painting faithfully follows the geometric rulesd
also have color variations and therefore we caryatbe
methods developed here to have a virtual walk & th
imaginary world.
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6. CONCLUSION

An algorithm for automatic video generation frorsiagle
2D image is proposed and experimented for only égndo
images. This paper provides a solution to transfstatic
single 2D image into video clips. It not only helfse
users to enjoy the important details of the imageaiso

provides a vivid viewing manner. The experimental

results show that the algorithm is performing wetl a
number of indoor scenes.

Further work can be extended to produce videosidicy
side view, working at planar level. This
maintenance of perspective view of the scene.
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Figure 4. (a) Input Image (b) Floor Segmentation(c) Intermediate frame (d) Final

Frame
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